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Project monitoring is a crucial component of product development. The product development has to focus on the actual market needs (requirements), avoid errors, and guarantee the required high quality. Testing against requirements is the key factor to develop the right product at the right time. Requirements are documented in lists or even modelled in special modelling languages. Test criteria must evolve from these requirements and they must be allocated to test cases and suitable test tools. This contribution shows a systematic approach to classify test cases for the development of a group of complex mechatronic products: parallel robots. With the help of design catalogues, a classification that covers mechanical, electronic, and software related test cases was built up. This results in a shared understanding of activities, interfaces, and terms that will assist in more effective product development.
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1. INTRODUCTION

Validating and testing are important activities in product development and project monitoring. Development risks are to be reduced by eliminating error sources on the one hand and by focussing on the market needs on the other hand. In order to focus on the market needs, the fulfilment of all afore established requirements has to be tested. The more risky a requirement is, the earlier in the product development process it has to be tested. Regarding testing from an economic perspective, one should strive for the minimum number of different tests. Hence, test cases should be able to cover a large number of different requirements. Ideally, test cases can be automated, but which requirement is crucial to be tested and in which phase should it be tested? What is the appropriate method and tool to test it?

The contribution shows a systematic approach to classify test cases. These test cases are further described by important attributes (e.g., expense, coverage, test tools) and the information is stored in a knowledge based database, a so-called design catalogue \cite{1, 2}. An earlier developed life cycle oriented requirements modelling approach \cite{3, 4}, based on the Systems Modelling Language (SysML) \cite{5}, is extended to develop test criteria from requirements. The systematically described test criteria are compared with the classes of test cases in a way that the most suitable test case class can be found. From the generic test case, a concrete test case is developed and modelled in the modelling environment.

The described approach was developed in the field of high dynamic parallel robots for handling and assembly \cite{3, 6}. A development environment \cite{7} was programmed, enabling configuration of robots and the exportation of pattern data to and the importation of concretised data from diverse expert tools, such as CAD, MBS, CAS. This allows for continuous use of model data. The next step is to identify test cases that can be integrated into the development environment. A short example will demonstrate the
applicability of the above method to identify automatable test cases for this development environment. However, the method itself is not restricted to this specific area. Ongoing research deals with the transfer of these methods to other areas, such as automotive engineering.

2. STATE OF THE SCIENTIFIC AND TECHNICAL KNOWLEDGE

Most product development processes start with the clarification of the task and the creation of requirements lists [8–10]. Requirements are taken into account during the whole product development process for decision making. In addition, as the project proceeds further, a larger amount of information becomes available and additional requirements will be stated. After synthesis, the product has to be tested against the initial requirements. Thus, testing is the mirror image of clarification of task. Test criteria are the reflections of requirements.

In the following section, a short overview of testing is given followed by a short introduction into the systematic modelling approach used for this work.

2.1. Testing

With regard to project monitoring, resources such as time and costs have to be controlled for the duration of the project. When searching under the keyword “project management”, much is available in terms of literature, methods, and software tools.

Within the closer circle of product development, a variety of methods are available. These are suitable for specific phases and different objectives. In early phases, it is necessary to review target achievement by considering estimated product characteristics. Non-suitable concepts can be eliminated from the solution space and suitable concepts can be ordered in reference to applicability for a special task.

In later phases, and especially for products with a large amount of software and electronics components, or those posing a possibly higher risk to the safety and well being of humans, as well as those products where a high monetary risk is existent, formalised and well thought out test methods are necessary, and in part mandatory. The use of Failure Mode and Effects Analysis (FMEA) and Fault Tree Analysis (FTA) to identify error sources and estimate risk for pump units of nuclear reactors is one example.

On the one hand, risks are due to unexpected or unintended uses of the system (e.g. collision of a car with a kerbstone). On the other hand, risks can also be due to insufficient product quality, poor design, or faulty manufacturing. On the basis of risks, or rather risk priority, it must be decided which requirements have to be tested, when to test, and the amount of labour necessary to carry out the testing. Then, test methods are defined for components and activities, e.g. design review, inspection, prototyping, simulation, walkthrough, agile specification quality control [11].

Every test method needs test criteria and it makes sense to evolve them from requirements. Thence, they can be related to requirements lists and models (e.g. [12]). In early phases, abstract requirements are most suitable, while in later phases more detailed requirements should be used. Requirements are prioritised as strict, minimum (maximum) or wish (e.g. [8]). Concepts that do not fulfil strict requirements or that are not within the limits of minimum requirements are discarded. Minimum requirements and wishes are used to rank the remaining concepts. This allows for the consideration of the most capable concepts for further development. In the end, the fulfilment of all requirements has to be confirmed. Especially, those requirements that were fixed as acceptance criteria in the contract have to be tested in-depth. A good test criterion has the following characteristics [11]:

- The criterion can be tested.
  - The test method can be carried out.
  - The value to be tested can be measured.
  - The test method is reproducible.
- The criterion is complete according to the respective requirement.
- The criterion is minimal according to the respective requirement.
All of the different test criteria are bundled in test scenarios or test cases that describe the pre-condition, testing procedure, and post-condition. The aim is to reduce the overall amount of labour and working time by covering a large amount of test criteria with a single test case.

2.2. Modelling

According to [13] a model should represent the subject to be modelled, ignore unimportant details (abstraction), and allow for pragmatic usage. The purpose of a model is to support and improve the understanding of the matter and build a common basis for discussion and information exchange. Moreover, models should allow for a comparison of different solutions as well as an analysis and prediction of behaviour and characteristics of the system to be designed. The organisation of a model should contain its structure and architecture. Furthermore, interactions between components, component interdependencies, and important external relations should be taken into account.

The Systems Modelling Language (SysML) [5] is an object-oriented approach to model a product on different levels of abstraction and from different viewpoints. It is a widely known notation within the fields of software development, electronic design, automation, and (in parts of) mechanical engineering. A variety of different (commercial) software tools are available. Here, SysML is used as a notation understood across multiple disciplines for early modelling and knowledge structuring. Within this project, SysML is extended to be able to consider the following components of the early phases: goal-system, product-lifecycle, stakeholder-network, product-surroundings, project-/product-monitoring, and system-context. The test model is part of the project-/product-monitoring. More detailed information about the whole modelling concept and SysML extensions can be found in earlier work of the authors [3, 4, 14].

In Figure 1 a brief overview of a model for parallel robots is shown to illustrate the approach. On the right side, use cases are shown as objects. One use case in the product lifecycle phase “Use” describes the handling of muffins. This use case leads amongst others to a refinement of the requirements workspace and payload. Besides fulfilling the specific use case “handling muffins”, one important goal is a short cycle time. There are a number of targets that support this goal. However, not every target is related to the development of the robot, i.e. not within the projects boundaries. The target “high dynamic” is directly related to the robot and supported by the requirements “high acceleration” and “high speed”. As a simplified example, the tripolar quantitative relationship between acceleration, speed, and workspace can be described by an equation considering constant acceleration at the tool centre point (TCP). As long as the concretion level is low, this simplified equation can give a reasonable approximation. However, it contains the danger of prejudgement.

3. TEST MODEL

The test model is used to review target achievement as early as possible and to guarantee a high-quality product that fulfils the customer wishes. To achieve this, a description is given on how the system and
its components should be tested. After a description of test criteria, the systematic classification of test cases is discussed. Then, some test tools for parallel robot testing are introduced and a brief example of a concrete test case is shown.

3.1. Test criteria

The test model consists of three different types of objects: test criteria, test cases, and test tools. Test criteria evolve from requirements and are related to the requirements model via “satisfy” relations. If the test team is not able to define a reasonable test criterion, the corresponding requirement must be revised. Either the formulation of the requirement was not precise enough or no reasonable way to control its fulfilment exists. In the latter case, the requirement should be removed from the requirements model.

Test criteria are created in the model as “requirement” and the newly developed stereotype “Test criterion” is added. In this way, a test criterion acquires the following attributes:

- What is tested? This attribute describes the type of characteristic of the test object being tested (function, structure, or behaviour).
- Direct testing: The criteria is directly verifiable or indirectly with an in-between parameter, e.g. testing force by deflection of a spring.
- Discipline: Several different disciplines are necessary to develop a complex, mechatronic product. Test criteria from a special discipline sometimes need special test methods, e.g. vibration test, software-in-the-loop.
- Risk: Different test criteria are unequally risky. In this contribution risk is described following FMEAs risk priority number (RPN) that is the product of the following numbers:
  - Severity rating,
  - Occurrence rating, and
  - Detection rating.
- Author: The person that created the test criterion.
- Responsible: The person that is responsible for the test and fulfilment of the test criterion.
- State: Describes the current state of the object:
  - Created,
  - Signed,
  - Revise,
  - Proofed, and
  - Refused.

3.2. Test case classes

Test criteria are tested through test cases. The relation is implemented in the model via the SysML-relation “verify”. A test case is created as “UseCase” and the SysML-stereotype “Test case” is added. For a systematic proceeding, test cases are structured. Many different classifications exist within the different disciplines (e.g. code and unit test, module test, and system test in software engineering). A consistent classification that can be used for complex mechatronic products is not available at the moment.

In Figure 2 a design catalogue that was developed for a systematic description of test cases for parallel robots is shown. It is realised in Excel and contains substantial descriptions and annotations, all easily accessible via hyperlinks. Design catalogue (cp. [1, 2, 15]) is a tool to systematically structure knowledge, make it easily accessible, and provide a means to identify new solution ideas (“white fields”). It consists of classification-part, main-part, access-part, and annex. Each part consists of a limited pre-defined set of attributes. The test case catalogue shown has the following three attributes in its classification-part, hence 36 distinguishable classes of test cases.
What is tested? The first classification attribute describes the abstract field of what is tested. The IEEE suggests a division into object-oriented, process-oriented, and behaviour-oriented approach for tests of software systems [16]. For a more general, interdisciplinary applicable division, this contribution suggests the terms function, structure, and behaviour (cp. [17]).

1.2 Test object: The second classification attribute describes the level of abstraction of the test object at test time: abstract (e.g. function structure, sketch), virtual (e.g. CAD model, DMU), or real (e.g. rapid prototype, conventional prototype). This attribute implies the point in time when the test can be carried out, since virtual and real test objects are not available until later phases of the product development process.

1.3 Aggregation level: The aggregation level describes the complexity of the test object from “assembly part” to “plant”. This is because at a level “assembly part” it is possible to test in more detail (e.g., FEM) than at a level “plant”, where (e.g., due to computing power) often only integration tests are possible.

The access-part contains further attributes that are not appropriate for the classification-part because of mutual dependencies (e.g., coverage influences effort and transferability). In addition, general test case classes can not always be assigned with one single value of an access-attribute. In the following the attributes of the access-part are described:

1.4 Dynamic: Tests can be carried out statically (or rather quasi-statically) or dynamically.

1.5 Combined testing: Combined testing describes whether a test criterion can or should be tested on its own or in combination with others. As an example, maximum dimensions of an object (pack size) can be measured for each direction in space and compared with a reference value. If the object is put into a form, the allowed limits of dimensions are tested in combination (cp. control of hand baggage size at the airport). In the latter case, the test result is simply positive or negative. If test criteria are tested individually, information about the gap is possible (e.g. the bag is 2 cm to wide).

1.6 Previous knowledge: This attribute describes how much system internal information must be known to be able to carry out the test. In a black-box test, just the interfaces of the test object are known (e.g. hardware-in-the-loop). In a white-box test, the whole system structure is known (e.g. FEM).
• **1.7 Who carries out the test?** The product, or rather the product’s components, is tested during product development by different groups of people. It can be distinguished between tests of the developer, a test team, or the user. The control loop grows bigger from developer to user tests; therefore, the response time becomes longer. A developer integrates the necessary changes on the basis of his own tests simultaneously during the development process. Changes that are induced not until tests of the user (acceptance test) are very extensive and expensive. For example, expensive adaptronic components have to be integrated in a finished machine tool design to compensate oscillations.

• **1.8 Phase of the development process:** The product development process is commonly divided into different phases. This attribute describes which phase the test is carried out in.

• **1.9 Test loop:** The test object is embedded into a test environment that provides input data. In a closed test loop, output from the test object is used in the test environment to determine new input data. In tests without a closed loop the environment only delivers predefined data sets as input and simply records the output.

• **1.10 Test environment:** The test object has to be embedded into a test environment. This test environment can be of a different level of abstraction (similar to the test object).

• **1.11 Interfaces:** Describes the kind of interface between test object and test environment. Interfaces can be abstract or real. In between abstract and real interfaces, so-called stubs are used. Stubs provide input and accept output data from the test object on that abstraction level and transform it to the (different) abstraction level of the test environment. For example, real computer cards are plugged into real computer slots. The environment virtually simulates different systems and different system states.

• **1.12 Automatability:** The execution of a test is, in general, time consuming. Hence, an attempt is made to automate as much of the test procedure as possible. This attribute describes whether a test is fully or partly automatable.

• **1.13 Time period:** The duration of the tests can vary. For example, a whole car corrosion test is long term (month) while the function test of a single procedure in a software code is generally short term (minutes).

• **1.14 Effort:** This attribute describes qualitatively the effort to be invested. Effort is needed for preparation (e.g. building the test bench), execution (e.g. record data), and pre-process (e.g. interpretation of test data). At this level of classification, a distinction is not made between effort in time or money.

• **1.15 Transferability:** This attribute considers the possibility to transfer the test results to real-life conditions of the system. Every test underlies special boundary conditions and emulates reality with simplifications. If real conditions are extremely simplified, (e.g. in early phases) a test can just suggest a rank order of better or worse solutions.

• **1.16 Coverage:** The coverage describes the testable state space in comparison to the possible state space. For example, for net-like software systems where different states can be passed through repeatedly, complete coverage is hardly possible. Errors that just appear for unlikely and unforeseen sequences of states are rarely found. The same is true for experiments with numerous influencing factors. The combination of factors results in a huge (for analogue systems almost infinite) number of parameter collectives. Statistical test planning helps to find the most likely states for testing.

### 3.3. Test tools

As a third component test tools are constituted as blocks ("block") in the model. Their basic job is to document the characteristics of the test tool and serve as knowledge storing elements. For example, Unigraphics, as a CAD system, provides interference control of the assembly at defined configurations and poses.

Specific test tools can be used to review test criteria of special test case classes. On the left side of Figure 3, test case classes are shown. For example in TC7, function is tested on machine level.
From the design catalogue (cp. Figure 2) it can be learned that results of this class can be transferred to reality quite certainly while the effort is manageable. In the middle of the diagram test criteria are displayed ("Test criterion"). These can be verified by test cases of test case class TC7. This fact is modelled through "verify"-relations. For example, it should be verified that the robot system provides a degree of freedom (DOF) 4 at the tool centre point (TCP). On the right, the possible test tools are shown. "allocate"-relations show that a test criterion can be tested with a special test tool. The DOF can be tested through a test tool called MAPS, which is a Matlab-based program for kinematic analysis of parallel structures.

3.4. Test case

Within the test case class TC7, the function of a machine is tested on the virtual test object. In the following, a concrete test case of this class is described:

**Pre-condition:** The CAD model of the kinematic structure is available and all basic boundary conditions and constraints (e.g. allowed DOF of the joints) are implemented in the model. The input values (angle of drives) are controllable by parameters. A test trajectory is integrated into the model and the end-effector is fixed to this trajectory by constraints in such a way that the desired movements can be carried out. The end-effector is located at the defined starting point.

**Execution:** The working platform can be manually "pulled" along the trajectory, so that the structure follows the movement due to the implemented constraints. Using on-board means of Unigraphics it is confirmed that no collisions appear during the movement. In addition, it is proved that the movement can be carried out along the whole trajectory.

**Post-condition:** The working-platform is located at the end of the test trajectory. No collisions or blockings were detected. → The function is satisfactory.

**Limitation:** This test case does not consider any existence of singularities.

4. CONCLUSION AND OUTLOOK

Requirements management is the core of successful product development. However, requirements management accompanies testing. If the product was not tested against requirements, it can not be guaranteed to be successful.
A modelling approach is presented that is based on SysML. The SysML is extended to the needs of methodical product design. This contribution focuses on the integration of testing into the interdisciplinary modelling approach. Therefore, test case classes were identified and systematically structured in design catalogues. For the example of parallel robotic systems, test cases were developed. These verify test criteria that evolve from the requirements model and can be tested through those test tools available in the project.

In ongoing research activities an Excel tool is programmed for analysis of the SysML model. With this tool, test criteria and test cases are automatically displayed in a matrix making it possible to easily decide if a test criteria is being tested at the right time. Furthermore, the tool shows how many requirements can be validated by test criteria. Hence, it guarantees that the project is on time and that the product focuses on the market and customer needs.
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