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Organizations building products or systems that rely on software continue to demand increasingly 
rapid innovation and development processes that enable them to adjust products and systems to 
emerging needs. Release planning is a key activity in managing these processes. An essential aspect of 
release planning is balancing the development of new capabilities to address user needs against 
investment in system infrastructure and architecture to enable flexibility and maintainability. 
Providing quantifiable insight and visibility into both the delivered capabilities as well as the emerging 
quality of the software architecture is essential to product success. In this paper, we describe our use of 
dependency structure and domain mapping matrices to model architectural dependencies. These 
dependencies provide insight into the value of the capabilities being delivered over total effort to 
better guide the process of release planning.  
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1 INTRODUCTION 
The possible decisions over the course of release planning within any incremental and iterative 
software development process involve the trade-off of delivering value early to the customer with 
reducing cost by investing in infrastructure that will avoid rework in subsequent releases (Larman and 
Basili, 2003). What is needed is quantifiable guidance that highlights the potential benefits and risks of 
choosing one or the other of these alternatives or a blend of both strategies.  
In this paper, we present our approach to provide guidance using dependency mapping and analytic 
techniques that provide insight into the cost and value implications of specific iterative delivery 
strategies. The intent is not to create a new life cycle development process, but to provide visibility 
into the architectural elements on which the capabilities (also known as features) that provide 
customer value depend, so that the stakeholders can make informed decisions based on cost and value. 
We take dependencies into consideration, including dependencies between: 
1. capabilities, including functional and quality attribute (i.e., non-functional) requirements 
2. capabilities and architectural elements, 
3. architectural elements. 
Understanding these dependencies allows for optimization of development activities across the 
releases of an iterative and incremental approach in support of the delivery of customer value (Denne 
and Cleland-Huang, 2003).  

2 APPROACH TO MODELING AND MANAGING DEPENDENCIES 
Balancing short-term and long-term needs requires a viable economic strategy that provides guidance 
on when to spend time designing versus delivering capabilities (Brown et al., 2010; Nord et al., 2011). 
Dependency management has been studied at the level of code artifacts and in the context of system 
engineering (Browning, 2001). It has also been studied in the context of requirements and design 
traceability in support of managing iterations (Kortler et al., 2010). Applying dependency management 
at the architecture level is beginning to show promising results due to increasing tool support for using 
the design structure matrix (DSM) for architectural analysis (Hinsman et al., 2009).  
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To support balancing short-term versus long-term needs, we use a release planning dashboard shown 
to the left and matrix-based modeling shown to the right in Figure 1. 

 

Figure 1. Release planning dashboard and supporting matrix-based modeling 

In addition to reasoning about capabilities in the current release (shown in the first row of the release 
planning dashboard), we also consider modeling architectural elements (shown in the second row of 
the release planning dashboard) - incorporating investment within the current release to prepare for 
future releases. The quality of the architecture is assessed in the form of technical debt, that is, short-
cuts taken in design that may need to be reworked in the future (Brown et al., 2010). 
Support for this form of release planning is provided through the use of design structure matrix-based 
representations and analysis such as propagation cost, as illustrated to the right in Figure 1. 
Propagation cost measures the percentage of system elements that can be affected, on average, when a 
change is made to a randomly chosen element (MacCormack et al., 2008). 
In order to reason about the cost and value of the alternative development paths, we need to represent 
the release planning path in terms of the following properties: 
� The release order of the increments in the path, 
� Customer requirements delivered, 
� Architectural elements delivered, 
� Dependencies between elements scheduled for the current release, 
� Dependencies between elements for current and previous releases, and between elements for 

current and projected future releases. 
The use of design structure matrices (DSMs) in software engineering has focused on understanding 
design rules and has been increasingly incorporated into reverse engineering and architecting tools 
(Lindemann, 2009). In our approach, DSMs represent dependencies between customer requirements, 
and between architectural elements within the context of an iterative release planning exercise.  
The implemented capabilities become the basis for computing the value delivered to the customer. The 
value of a capability is computed as the weighted sum of the benefit to the end user when implemented 
and the penalty incurred if postponed, where benefits and penalties are determined by the customer 
(Wiegers 1999). Dependency analysis is used to determine the precedence in the implementation of 
the features. 
The cost of the implementation is a combination of the cost to implement the architecture elements 
selected to be added in the release and the cost to rework pre-existing elements. Rework cost is 
incurred when new elements are added to the system during a release, and one or more of the pre-
existing elements have to be modified to accommodate the new ones. This includes elements that can 
be identified with their direct dependencies on the new elements as well as those with indirect 
dependencies represented by the propagation cost (Bachmann et al., 2007). Dependency analysis is 
used to determine the precedence in the implementation of the architectural elements and to analyse 
the cost of rework. 
Not only do we need to look at dependency analysis within a single domain of requirements or 
architectural elements, we need to represent dependencies between customer requirements and 
architectural elements within the context of an iterative release planning exercise. Understanding the 
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dependencies between capabilities and architectural elements enables staged implementation of 
technical infrastructure in support of achieving stakeholder value. Domain mapping matrices (DMMs) 
represent this inter-domain mapping (Danilovic and Browning, 2007; Danilovic and Sandkull, 2005). 
DSM and DMM analysis can be combined to reach deeper conclusions about inter and intra-domain 
dependencies in a dual-domain context (Bartolomei et al., 2007). In this case, we are looking at return 
on investment as the value of capabilities delivered over total effort.  
When we contemplate a particular step along a release path, we start with an initial selection of 
requirements and/or architectural elements. To understand the cost and value implications of the 
potential choice, we need to navigate dependencies. 
We need to navigate within and among the domains in either direction, from requirements to 
architectural elements in a value-driven approach or from architectural elements to requirements in a 
cost-driven approach.  
� Taking a value-driven approach, given a selection of requirements, dependency analysis within the 

requirements domain allows us to determine requirements precedence and grouping. Dependency 
analysis from the requirements domain to the architecture domain allows us to determine which 
architectural elements need to be implemented in support of the requirements. 

� Taking a cost-driven approach, dependency analysis within the architectural domain allows us to 
determine precedence and grouping with respect to architectural elements. Dependency analysis 
from the architecture domain to the requirements domain allows us to determine which 
requirements are supported by the implemented architectural elements. 

We also need to manage changing dependencies over time, comparing dependencies in the current 
release to those in previous releases to calculate cost of rework, and comparing dependencies in the 
current release to those projected in future releases to calculate technical debt. Any rework undertaken 
in the current release would go towards paying off the technical debt accumulated in the past. 

3 MODEL STUDY 
We conducted an exploratory analysis of a model problem to quantify the technical debt outcomes of 
alternate release strategies. We picked the Management Station Lite (MSLite) (Sangwan et al., 2008) 
system for the study because we have experience with the system and access to the architecture 
artifacts.  
MSLite is a hardware-based field system for controlling a building’s internal functions, such as 
heating, ventilation, air conditioning, access, and safety that automatically monitors and control the 
building’s internal functions. The system users are facilities managers, and the system broadly 
performs the following functions:  
� Manage a network of hardware-based field systems used for controlling building functions. 
� Issue commands to configure the field systems. 
� Define rules on the basis of property values of field systems that trigger reactions to reset these 

values. 
� Trigger alarms notifying appropriate users of life-critical situations. 
We used this system to establish metrics for quantifying architecture quality in an earlier study where 
we used architecture structure metrics based on dependency analysis with propagation cost (Brown et 
al., 2011). 
Metrics alone do not give guidance about how to optimize system development over time. Here, we 
used the propagation cost metrics from the earlier work, and used the analysis to model the impact of 
technical debt and pay-back. 
We considered the development of the model problem according to three software development paths 
that characterize the dependencies associated with choosing a singular value-focused or cost-focused 
strategy, or a blend of both strategies with a focus on integrated return on investment.  
� Path 1: value focused. Development focused on delivering the high value capabilities as soon as 

possible, making expedient decisions and deferring implementation of architectural elements. 
Releases were planned to occur evenly over the course of development (every two iterations). 
Architectural elements were implemented only when they could no longer be delayed, in this case, 
when the acceptance test cases, representing the quality attribute requirements, required them. 

161



� Path 2: cost focused. Development focused on implementing architectural elements in such a way 
as to minimize rework, and added capabilities as a by-product of when the supporting elements 
were in place. By carefully considering dependencies, the amount of rework is zero. 

� Path 3: integrated return on investment. Development focused on delivering the high value 
capabilities and pulled in the needed architectural elements on demand to support the capabilities. 

Figure 2 shows the value of capabilities delivered over total effort for each of the three paths over five 
releases.  

 

Figure 2. Value of capabilities delivered over total effort 

The total implementation effort of the system independent of rework is depicted as 100% cost on the 
x-axis of the figure. The additional cost over 100% reflects the rework or expense to deal with the 
technical debt.  
Iterations are uniform duration and reflect cadences of development effort. In this case, there are ten 
iterations spanning development, each iteration representing 10% of the release cost. The product 
owner asks for the high priority capabilities and the developers say what is possible given the allotted 
resources. Developers plan at the granularity of tasks to develop elements that are needed to 
implement a capability. 
Each path releases five increments of the product over the course of development according to their 
own timeline. Releases reflect stakeholder value and so are not uniform in duration. 
� Path 1 shows high value during the first two releases, but the delivery of value tapers off as 

subsequent releases take longer, an indication of the rework needed to deal with the growing 
complexity of dependencies. 

� Path 2 shows there is no value delivered to end users early on, as the team focuses on the 
architecture. Once the architecture is in place, the team settles into a rhythm of releasing high 
value capabilities every two iterations. In the ideal case, this path would have 100% value at 100% 
cost since there is zero rework. The extra 10% cost is a reflection of the granularity of the 
capabilities and elements and how they are allocated to iterations and releases. 

� Path 3 shows that the combined emphasis on high value capabilities and architecture to manage 
dependencies makes delivery more consistent over time. 

The first few releases of path 1 have an advantage compared to path 3 since we are getting more value. 
However, the expedient choices that defer architecture decisions accumulate so we have more debt to 
deal with at the end of path 1 (160% vs. 130%). 
Path 3 outperforms path 2 for most of the development cycle. Path 2 pulls ahead at the end and has 
less debt to deal with (110% versus 130%). However, factoring in the cost of delaying the capabilities 
could make path 3 preferable at the end. And if additional money could not be allocated beyond that 
projected at the 100% mark, path 3 would have delivered 89% value whereas path 2 would have been 
capped at 52%.  
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Figure 3 shows the cadence of iterations per release over time. Each path releases five increments at 
differing intervals dependent on when there are sufficient capabilities to deliver value to the 
stakeholders (whether value to customers in the marketplace or value to downstream developers 
getting releases early for them to do their work). 

 

Figure 3. Release cadence 

The first two releases of path 1 take two iterations, or 20% of the cost. Subsequent releases take longer 
at four iterations, an indication of the rework needed to re-architect as quality attribute requirements 
are considered. Path 2 is development focused, and just as iterations can be time-boxed, it is 
reasonable to expect releases in this context to have more uniform duration since they are not subject 
to market forces. For path 3, given the variability of the granularity of packaging marketable 
capabilities and the architectural elements they depend on, it can be expected that releases do not 
follow a regular cadence. 
Another way of looking at the data in Figure 2 is to see what value the customer is accruing for a 
given cost. At 40% of the cost, path 1 has released two increments with 47% of the value, and path 3 
has released one increment with 31% of the value. Path 2, with the focus on architecture has yet to 
produce any customer-oriented capabilities, and thus no value. At 100% of the cost, path 3 has 
achieved 89% value and is projected to take 3 more iterations to release the final increment. Path 2 has 
achieved 52% value and is projected to take one additional iteration to complete. Path 1, has achieved 
67% value, and is projected to take 6 more iterations (spanning two releases) to complete. 
The choices to make along the path between the competing interests of cost and value to meet the 
needs of a specific customer are situational. In certain contexts, a focus on value and early delivery 
might be the correct choice, to enable for example, the release of critically needed capabilities or to 
gain market exposure and feedback. In other contexts, delayed release in the interest of reducing later 
rework cost might be the choice that better aligns with project and organizational drivers and concerns. 
This analysis provides visibility into the dependencies to support making informed choices.  

4 SUMMARY AND FUTURE WORK 
Our exploratory analysis demonstrates that dependency metrics can be extracted from the architecture 
and represented in the form of a DSM. DMM analysis can augment DSM analyses and can be used to 
represent the dependencies between capabilities and architectural elements to support iterative release 
planning where the ability to adjust courses of action is essential as the project progresses. 
Based on these initial results, our research will continue with the following goals: 
� Scaling techniques to model larger systems.  
� Determining how much modeling is enough?  
� Dealing with uncertainty and adjusting course over time. 
� Tool support to transition these techniques into practice.  
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Focus on Cost

Standard iteration management in phase-based development processes 

Focus on Cost
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Dependency Managementp y g

Dependencies between 
capabilities & supporting 
architectural elements

Understanding the dependencies between 
capabilities and architectural elements 
enables staged implementation of technical 

f finfrastructure in support of achieving 
stakeholder value.
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Analyzing Architectural DependenciesAnalyzing Architectural Dependencies

Total cost = F(Ci, Cr), a function of
implementation and rework costimplementation and rework cost.
Implementation cost is given for all 
individual architectural elements.
Rework cost for release n is computed:Rework cost for release n is computed:
• SUM(Cr(Ek)) for all new elements Ek

• Cr(Ek) = SUM (Cr(Ej) ) for all pre-existing 
elements Eelements Ej

• Cr(AEj) = D(Ej, Ek) * Ci(Ej) * Pc(n-1) 
where D() is # dependencies and 
Pc is propagation cost.Pc is propagation cost.

Making dependencies visible earlier in the development life cycle 
accompanied by metrics improves communication of architecture quality.

Pc =

n2

p y p q y
Metrics alone do not give guidance about how to optimize value over time. 
We can improve project monitoring by providing quantifiable quality models 
of the architecture during iteration planning
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Measurable Insights into Delivery -2Measurable Insights into Delivery 2
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The rework algorithm is directional 
and represents an effort to formalize
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complexity that affect cost of

Results Open Issues

and represents an effort to formalize 
the impact of architectural 
dependencies.

complexity that affect cost of 
change?
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to compare alternative paths and to 
provide insight into architectural

How do we incorporate uncertainty 
and the forecast of rework in the 

d l?provide insight into architectural 
quality across releases within a 
given path.

model?

A key aspect of managing strategic 
technical debt is the ability to 
quantify degrading architecture

How do we characterize the 
economics of architectural violations 
across a long-term roadmap, rather 

quantify degrading architecture 
quality and the potential for future 
rework as each release is planned. 

than enforce compliance for each 
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SummarySummary

Exploratory analysis demonstrates that dependency metrics, such as 
propagation cost can be extracted from the architecture and represented inpropagation cost, can be extracted from the architecture and represented in 
the form of a DSM. 
DMM analysis can augment DSM analyses and can be used to represent the 
dependencies between capabilities and architectural elements to supportdependencies between capabilities and architectural elements to support 
iterative release planning where the ability to adjust courses of action is 
essential as the project progresses.
Based on these results our research will continue with the following goals:Based on these results, our research will continue with the following goals:
• Scaling techniques to model larger systems
• Determining how much modeling is enough
• Dealing with uncertainty and adjusting course over time
• Tool support to transition these techniques into practice
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