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Abstract 
Individual behaviour is central to society’s impact on the environment. Research suggests that 
to allow for sustainable development, consumption patterns must be changed. Means for 
change include policy, education, community-based social marketing and technology, with 
appeals calling for voluntary action frequently being applied, with limited success.  
Research into design-led behavioural change has distinguished several strategies, differing 
with regards to the level of control and responsibility users are left with. A central dilemma is 
the trade-off between the long-term common good and individual autonomy, quality of life 
and democratic rights. Additionally, the difficulty of predicting actual use involves the danger 
that undesirable consequences may happen, while the complexity of sustainability issues 
makes much of the political debate and technology development inaccessible to consumers. 
Ways of dealing with these challenges may be found in the user-centred, user-involved and 
participatory tools and processes of design disciplines like interaction design and participatory 
design. The article addresses ethical issues arising when developing technologies intended to 
influence behaviour, and discusses how and to what extent adaptation and application of user-
centred and participatory techniques can contribute to limiting such threats.  
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1   Introduction 
Consumer behaviour is central to society’s impact on the environment, and fundamental shifts 
are needed in the ways societies produce and consume [1]. Drivers and mechanisms fuelling 
and sustaining individuals’ willingness to consume range from the macro-economic setup of 
society and socio-technical systems to some extent locking us into certain consumption 
patterns, to socio-psychological factors such as attitudes, values, intentions, needs, habits and 
routines at the level of individual human beings [2][3]. Intervention strategies for behavioural 
change include policy, educational programmes, community-based social marketing and 
technology [3]. Information has proven not to be enough to change behaviour [3][4][5], while 
holding pro-environmental attitudes not necessarily translates to pro-environmental action [3]. 
For many durable consumer products, the environmental impact is largest in the user phase 
[6], and individuals’ use patterns determine how sustainable they really are [4]. Research into 
technological influence on behaviour has identified opportunities for products and systems 
triggering sustainable use [4]. However, the complexity of factors influencing behaviour 
makes it difficult to predetermine use and predict effects. Verbeek [7] argues that three types 



of agency are involved in all human actions and interpretations informing decisions on how to 
act: That of (1) the human being, (2) the artefact mediating the human’s actions and decisions, 
and (3) the designer shaping the artefact’s mediating role. One might add the agency of 
experts informing designers and politicians and managers providing constraints and 
requirements shaping design projects. Thus, while calls for voluntary behavioural change 
have limited effect, more intrusive, technology-based efforts can involve ethical dilemmas, 
threaten democracy and individual freedom and have unexpected, undesirable consequences.  
Simultaneously, user-centred design disciplines such as interaction design and participatory 
design are equipped with tools and methods for democratic input to development, and for 
tests or assessments of concepts during development. User-centred design aims for fit 
between users’ needs and expectations and result, and places emphasis on making products 
usable and understandable [8]. This raises questions about the possibilities for reducing risks 
by democratising design for behavioural change through lay involvement, drawing on user-
centred design disciplines, as well as to what extent lay involvement is desirable in the 
development process and what degree of user control is appropriate in the user phase.  
Based on theoretical perspectives on design influencing behaviour, technocracy and attempts 
to establish ethical frameworks for technologies developed to steer or change behaviour, the 
following issues are discussed: Which ethical issues arise when aiming for technology-driven 
behavioural change? How and to what extent can drawing on user-centred, user-involved or 
participatory techniques and processes help improving solutions and reducing risks related to 
design for sustainable behaviour? 
2   Design for behavioural change and the underlying problem 
Much has been written about the interaction between people and technology. Using a term 
from the philosophy of technology, ‘technological mediation’, Verbeek [7] describes how 
users must interpret and appropriate technologies in order to use them. Technological 
mediation has a hermeneutic, experience-oriented and a pragmatic, praxis-oriented dimension: 
The former is related to the shaping of human perception and interpretation; the latter to 
mediation of actions and practices [7]. Behaviour-steering technology provides material 
answers on how to act [9]. Verbeek [7] identifies three forms of behaviour-steering mediation: 
Persuasion – e.g. through feedback, seduction – making certain actions more attractive, and 
force – leaving the user with no choice but to do as indicated by the technology. Lilley et al. 
[4] present a different division, distinguishing between eco-feedback, scripts or behavioural 
steering and intelligent products or systems. Both authors can be said to categorise strategies 
according to the distribution of control between technology and user, with technology in 
charge in the ‘force’ and ‘intelligent products or system’ groups, and the user in the 
‘persuasion’ and ‘eco-feedback’ categories. Relevant for Verbeek’s [7] ‘persuasion’ and 
Lilley et al.’s [4] ‘eco-feedback’ is ‘persuasive technology’, defined by Fogg [10] as any 
interactive computing system designed to change people’s attitudes, behaviours or both. The 
term ‘scripts’ denotes the preferred interpretations or frameworks for action ‘inscribed’ or 
‘encoded’ into objects by their designers [11], by Latour [12] described as the moral and 
ethical dimensions of mechanisms. Not just force, but also values, duties and ethics can be 
delegated to technology. Scripts may obstruct unsustainable use or facilitate sustainable use to 
extents where actions are performed almost without thinking. Their properties include force, 
scale or level of complexity, direction and distribution of tasks, responsibility and power [13]. 
A related concept is ‘affordances’, combinations of physical product properties providing 
users with clues on how to act, without intervention from cognition or evaluation [8]. Other 
authors propose strategies for strengthening the emotional tie between product or system and 
user and optimising psychological product lifetime through attention to shapes and surfaces, 
signs and scripts, sales and service [14], and – based on the assumption that consumption can 



reach a level of saturation, using happiness as an indicator for development – by shifting to 
development of products and systems that satisfy fundamental human needs [15].  
Behaviour-steering technology has been criticised for its potentially technocratic foundation. 
A technocracy is a society or organisation managed by scientists, engineers and other experts 
[16], based on scientific principles and technological means [17]. In technocratic problem-
solving, technical solutions replace political decisions. It is seen as problematic because it is 
not democratic and based on the idea that technological solutions can solve social problems 
[17]. Gibbons [18] describes what he calls the new social contract between science and 
society, a consequence of how boundaries between university and academic science and basic 
and applied research are disappearing, and science and society are invading each others 
domains. The contract is based on a transition from ‘reliable’ to ‘socially robust’ knowledge; 
knowledge produced in a transparent, participatory way [18]. The social robustness refers to a 
contextualisation process: Knowledge must be valid also outside laboratories, and the validity 
is achieved by involving a broader group of experts, including lay ‘experts’ [18]. Problems 
are no longer simply formulated and negotiated in institutional settings, but also in the public 
space [18]. When society participates in the generation of knowledge, it is less likely to be 
contested than the purely ‘reliable’ one [18]. With science and technology seen as socially 
shaped in processes of confrontations between humans and nature involving choices of values 
and interests, there is no longer a perceived fundamental contradiction between political and 
technological solutions [17]. Hence, democratic development processes may contribute to 
reducing the threat of technocracy in behaviour-steering technology.  
Current approaches and practices in ecodesign or design for sustainability range from the 
technocratic to the democratic. Parts of the foundation for ecodesign is truly technocratic and 
based on processes where experts have been decision-makers and lay engagement, if taking 
place, has focused on non-technical issues such as ethics [19]. The other extreme is lay-people 
exercising strong influence in traditionally expert-dominated territory.  
3   Ethical questions arising 
Despite good intentions, technology designed to optimise human behaviour according to 
sustainability criteria may be ethically questionable. Ethics is referred to as the philosophical 
study of normative behaviour, of right and wrong conduct [20]. Among relevant dilemmas is 
the trade-off between what is good for our long term interests or overarching goals and what 
is right in the moment. Consequentialist or utilitarian ethics evaluate behaviours based on the 
right- or wrongness of results; deontological or duty ethics focus on the moral value of the act 
and intentions behind it, evaluated according to values like human autonomy and only 
secondarily according to outcomes [20][21]. Act-based utilitarianism evaluates actions 
studying their consequences according to criterion such as human happiness or well-being 
[22], rule-based utilitarianism evaluates consequences of following general rules restricting 
behaviour while welfare utilitarianism is concerned with the satisfaction of people’s long-
term interests [20]. Utilitarianism has been criticised for not adequately ensuring justice when 
maximising good over bad; critics of duty ethics uphold that legalistic, narrow application of 
norms has no reference to real-life consequences, and that different duties may conflict [20]. 
What is ‘right’ conduct may thus be a question for debate: Utilitarians in favour of immediate 
action to protect our long-term welfare from the global effects of unsustainable behaviour 
could accept limitations to individual freedom, while for duty ethicists seeing restrictions to 
human autonomy as invariably unacceptable, such intervention would remain taboo. Next, 
some ethical issues arising in relation to behavioural steering and persuasion are addressed. 
3.1 Democracy and individual freedom 
Technological behaviour-steering or persuasion may be perceived as threats to individual 
freedom and rights; as anti-democratic forces where designers rather than democratically 



elected representatives steer behaviour [7]. Behaviour-steering technology may restrict 
freedom in two ways [17]: By interfering with users’ activities, or by restricting users’ 
autonomy, shaping and conditioning plans and goals. The first category includes speed bumps 
making drivers slow down; the second could include cars choosing when to drive and at what 
speed, based on government policies [17]. With behaviour-steering technologies, the aim is to 
make individuals behave in accordance with the intentions of someone else, and, in the case 
of feedback and persuasion, to convince users into adopting their goals and values. The 
amount, type and format of information provided can be used to manipulate individuals into 
action or inaction or adopting certain beliefs and attitudes. Misuse of behavioural steering is 
imaginable, as well as application of problematic methods of persuasion. 
To debate and determine under what circumstances and to what extent restrictions of human 
freedom can be justified, the benefit of the common good must be traded off against the cost 
to individual liberty and other negative impacts [17]; whether what is ‘good’ for long term 
welfare is more important than what is ‘right’ in the moment. Even when resistance towards it 
exists, behaviour-steering technology can be democratically justified. Examples include how 
several countries have prohibited smoking in public space through their democratic political 
system. Berdichevsky and Neuenschwander [22] propose eight ‘Principles of Persuasive 
Technology Design’, a framework for analysing persuasion according to motivations, 
methods and intended and unintended outcomes [22]. According to Verbeek [7], it does not 
sufficiently address designers’ responsibility for unintended outcomes.  
3.2 Technological solutions to social problems 
Trying to solve social problems with technology, unanticipated and unintended consequences 
can occur in spite of a democratic technology development process. Khaled et al. [23] address 
the difference between individualist and collectivist cultures: Most persuasive applications are 
developed for national markets in the USA, often rated as the most individualist country. 
Persuasive strategies may rely on individual responsibility, which is generally less developed 
in members of collectivist societies. Making such products available elsewhere, the 
persuasive strategies may not translate as effectively as they are related to cultural norms [23].  
The danger of misfits between developers’ expectations and actual consequences is not just 
the risk of persuasive strategies not working. Rebound effects are unintended outcomes or 
offsets in effects of measures taken to protect the environment, caused by behavioural or other 
systemic response [24]. Greening et al. [25] distinguish between (1) direct rebound effects, 
(2) secondary fuel use effects, (3) market-clearing price and quantity adjustments or 
economy-wide effects and (4) transformational effects. Direct rebound effects limited to the 
individual household level are decomposed into substitution effects and income effects. Slob 
and Verbeek [26] list three groups: (1) Increased use or how introduction of more energy-
efficient technologies may give increased energy consumption includes how people offset the 
effects of efficiency improvements in washing machines by washing smaller quantities of 
laundry more often [26]. (2) Bypassing or not using technology is seen when people invent 
ways of escaping automatic control systems for heating or lighting to be in charge themselves 
[26]. (3) Unintended use is for example how people open windows to ventilate in energy-
efficient houses with self-regulating systems for ventilation and temperature control [26].  
Innovation levels determine the potential efficiency improvement factor of pro-environmental 
efforts. Improvements of a factor 4-20 are thought necessary to make production and 
consumption sustainable [27]. In radical design – radical in terms of structure, function or 
design criteria, standards and codes of ‘normal’ design are often not applicable [28]. Hence, 
designers can neither turn to regulations nor previous practice when transforming criteria into 
solutions or trading off between criteria [28]. Complex products introducing new technology 
generate alternative interpretations [29]. Radical design thus implies larger degrees of 



uncertainty regarding social effects [28]. For new technology and higher innovation levels, 
there is more uncertainty and the challenge of predicting effects and assessing ethical issues 
greater, making questions about responsibility for intended and unintended outcomes relevant.  
3.3 The distribution of responsibility 
Delegating decisions to products and systems means blurring and complicating the 
distribution of responsibility for actions and their consequences [17]. Things shape how 
people experience the world and organise their lives – how humans relate to each other and to 
artefacts and whether it happens consciously and intentionally or not, and designers are 
responsible for making it happen in a desirable way [21]. Artefacts cannot make deliberate 
decisions about their influences on human action: Such influence cannot be characterised in 
terms of morality, and artefacts cannot be held responsible for their behaviours [21]. Things 
do nevertheless play a mediating role when mediation of moral considerations is delegated to 
them – when public benches split into separate seats stop people from lying down, or arise 
implicitly – when genetic tests reveal diseases a person is hereditarily predisposed for, thus 
contributing to a moral evaluation [21]. Products play a mediating role in people’s moral 
considerations, and the design process can involve moral choices regarding the mediating 
role. The challenge is to anticipate and adapt it. Failing to recognise the moral aspects of 
things leads to technocracy [21]. However, as artefacts are what they are only thanks to their 
contexts and their mediating role arises in people’s relations with them, it is difficult, but not 
impossible, to predict. This is related to what is called the multi-stability or interpretive 
flexibility of things [21]. With conventions, some stability arises, but, as mentioned, for 
higher levels of innovation and new product categories, the predictability is lower.  
This chapter has addressed ethical dilemmas and the difficulty of predicting processes of 
contextualisation. The next looks at how participatory development processes can contribute 
to development of socially robust, ethically justifiable design for sustainable behaviour.  
4.   The potential of lay involvement and user-centred design 
4.1 Democratic input to development  
Verbeek [9] stresses the importance of finding democratic ways to ‘moralise’ technology. 
Taking moralisation and development of behaviour-steering technology ‘into the agora’ [18], 
may increase the probability that technologies will be socially robust and not contested later 
on. What potential lies in user-centred and user-involved design’s methods and processes?   
The main advocate for democratic input to design is the participatory design movement. It 
represents a strong-democratic approach to decision-making in technology development, 
seeking to actively engage laypeople in the design of products and systems [19]. Participatory 
design stresses empowerment of laypeople, the importance of the local and organisational 
democratisation reforms [19]. Empowerment enables stakeholders to share responsibilities 
and privileges traditionally belonging to professionals. Local rooting means adapting 
techniques to particular people, institutions, cultures and economics. Projects are shaped by 
their organisational context, and depend on truly being embedded in it to be sustained [19]. 
Hence, organisational reforms towards greater democratisation are important goals. 
Participatory design is applied in different fields – from politics and community development 
to information technology, and levels of participation vary. Arnstein [30] sorts them into three 
groups: (1) ‘Nonparticipation’ in terms of ‘manipulation’ and ‘therapy’, (2) ‘degrees of 
tokenism’ with the steps ‘informing’, ‘consultation’ and ‘placation’ and (3) ‘degrees of citizen 
power’ split into ‘partnership’, ‘delegated power’ and ‘citizen control’ [30]. A similar system 
from science and technology ranks participation from a ‘low degree’ of citizen involvement to 
direct involvement in research practices, challenging rules of scientific methods [31]. 
Different levels are appropriate at different times to meet the expectations of different 
stakeholders, and may vary both within a development process and according to scientific 



culture [31]. In natural sciences and engineering, participation has traditionally been low and 
limited to the final stages; in medicine and biomedicine people are often involved earlier and 
to a higher extent [31]. Participatory assessments of new technology often happen at final 
stages of development. Chilvers [32] warns against the ‘technocracy of participation’: 
Participation is no guarantee for democratic and transparent assessment. Making lay 
stakeholders participate does not automatically mean they have the means for bringing up 
their concerns [31]. Hierarchical power relations [31] and value differences among 
stakeholders are challenges to participatory decision-making. Participation is exposed to the 
same problems, deficiencies and critiques as science, and not immune to disempowerment 
and exclusion [32]. Participatory approaches do however offer opportunities for emphasising 
diversity, for including and considering the perspectives, needs and often opposing interests 
of all stakeholders, also groups either marginalised by design or excluded from public debates 
and technology development – like women, immigrants, elderly, disabled, sick or young.  
Lack of transparency is ethically problematic when forcing actions and choices upon people, 
but also when persuasive technologies shape experiences and interpretations intended to 
inform and trigger specific behaviours. Openness regarding the assumptions and uncertainties 
determining results is particularly important for feedback on behaviour. A technology may be 
developed in a democratic way, but the foundation for the persuasion or behaviour-steering 
can be truly technocratic. Howard [19] lists industrial ecology as example of ecodesign’s 
technocratic foundation where lay involvement in decision-making is a great challenge. 
Industrial ecology experts’ calculations, interpretations and priorities are rooted in 
engineering and natural sciences and aim for reduced cradle-to-grave environmental impact 
through material and process assessments [19]. When their calculations are used in carbon 
calculators, results depend on system boundaries, methodology and correctness of data [33]. 
As no standardised framework exists for calculation of ‘ecological footprints’ and different 
systems emphasise different actions and intervention areas, information on the environmental 
consequences of a lifestyle differs largely between applications [33]. Lack of transparency can 
thus threaten the credibility of environmental sciences or give users wrong ideas about the 
impact of their lifestyle and their possibilities for reducing it. Frustration or inability to follow 
advice may reduce receptivity for similar requests or information, people may rationalise their 
inaction or develop aversions [33]. Howard [19] argues that involvement of lay ‘consultants’ 
may give industrial ecology a slightly more participatory orientation, but not enough to alter 
its technocratic character. Openness about preconditions and boundaries for calculations used 
in persuasive and behaviour-steering designs should however be a minimum requirement, and 
how to communicate them openly could be an issue for such lay consultants to address.  
4.2 Empowerment by enhancing understanding  
Philosopher Achterhuis argues that artefacts should be moralised and decisions delegated to 
devices to relieve people from the burden of continuously having to reflect upon their actions 
[21]. Intelligent products and systems can optimise their behaviour according to sustainability 
criteria without users even noticing it, like TV sets with light sensors adjust brightness 
settings according to the surroundings’ light conditions. However, relieving human cognition 
may prevent consumers from recognising and learning about sustainability issues, making 
persuasive technologies a source of moral laziness [7]. Thøgersen and Ölander [34] have 
identified spillover of environment-friendly behaviour between behavioural categories. Based 
on research on habitual decision-making, they state that the probability that an 
environmentally benign behaviour in one area will make a person reflect on behaviours in 
other domains is lower the more habitually the other behaviours are performed [34].  
Designers increasingly employ ethnographic methods to further understand and get closer to 
delivering what future users want and need [35]. Redström [29] criticises the optimisation of 



fit between use and users for systematically eliminating the opportunities for alternative 
interpretations, over-determining use and obstructing creativity and improvisation. Verbeek 
[21] calls for a shift towards transparent products actively engaging users in their functioning, 
like toilets with two flush modes require a conscious choice. This may conflict with usability 
goals aiming to enable specific users to use products to achieve specific goals with 
effectiveness, efficiency and satisfaction. Designers may also apply their skills in translation 
of abstract ideas or complex information to comprehensible physical shapes and graphical 
interfaces; facilitate the hermeneutic dimension or how reality is perceived and interpreted 
[7]. Information visualisation aims to augment people’s understanding [36], and used 
strategically it can bridge the perceived gap between individual actions and global 
sustainability challenges. This includes opportunities for providing appropriate foundations 
and contexts for interpretation of results fed back to users – avoiding that people see their 
possibilities for contributing as insignificant and worthless [37], and for communicating 
underlying calculation principles and system boundaries, as discussed in the previous section.  
4.3 Preventing undesirable outcomes 
To make it likely that a technology will work and rebound effects will not occur, designers 
should establish a connection between the contexts of design and use [9]. That is the aim of 
user-centred approaches, characterised by (1) early focus on users and tasks, (2) empirical 
measurement and (3) iterative cycles of design, test, measurement and redesign [38]. Future 
users are involved to improve developers’ insight into their needs and goals, to manage 
expectations and establish feelings of ownership [38].  
Redström [29] argues that making potential users and domain experts ‘designers’ does not 
wipe out uncertainties or the difficulty of predicting the future, but sees user-involvement as 
an opportunity to pass questions about use on to future users. Verbeek [7] states that it should 
be part of designers’ moral responsibility to carry out a mediation analysis or reflect explicitly 
on all possible mediation roles of persuasive or behaviour-steering technologies: Designers 
should use their imagination to create a link to the technology inserted in a future use context. 
Alternatively, they can apply the method of ‘constructive technology assessment’, involving 
stakeholders in the design of technologies [9]. The method is based on collective meetings 
with all relevant stakeholders, aiming for consensus about the technology and its properties 
[9]. Participants are also invited to anticipate the technology’s possible mediating roles in a 
use context. Results from the systematic assessment are fed back into the process and used to 
modify the design [9]. This kind of procedure may complement user-centred and user-
involved processes, as it emphasises assessment of all aspects of technological mediation and 
involves all stakeholders, not just future users. Careful assessment, openness and transparency 
is necessary to ensure that persuasive and technology-steering technologies work right, are 
reliable and that legitimate violations of freedom are distinguished from illegitimate ones. 
5   Conclusion 
The rationale behind design for sustainable behaviour lies in the grave global effects of 
unsustainable consumption, calling for immediate, fundamental shifts in consumption patterns 
and resource distribution. However, individual freedom is a taboo area for political 
intervention. It constitutes a major barrier to sustainability efforts depending on politicians 
taking the lead and industry acting proactively, both being under scrutiny of the main public. 
Investigating how to eradicate such barriers and influence individual behaviour positively 
without compromising freedom and rights may be a task for designers and design researchers.  
The article has addressed the gap between experts, stakeholders and future users in design of 
technology for behavioural change: The danger of technocracy, ethical violations and 
solutions not working as intended, how stakeholder involvement, openness and transparency 
can be ways of overcoming or reducing the threats and how developers should strive for such 



practices both regarding scientific foundations for development, the design process itself and 
the final technology to be implemented in a use context. User-centred, user-involved or 
participatory design processes can be ways of reducing the gap between designers’ intentions 
and actual use contexts, and provide arenas for moral assessment of persuasive and 
behaviour-steering designs. Systematic assessment involving all relevant stakeholders 
throughout the development is likely to contribute to social robustness and ethically justifiable 
technological means for approaching sustainability goals. Involvement of stakeholders is 
however no guarantee that persuasive or behaviour-steering solutions will work as intended.  
There are advantages and disadvantages to each level and way of involving laypeople in 
development. Their appropriateness may depend on a project’s scope and resources, and the 
number and characteristics of its stakeholders. Generally, participation leads to greater 
accommodation of social needs [39], and lay co-designers may facilitate thorough debates, 
expectation management and acceptance. However, research suggests that high degrees of 
user involvement can reduce a project’s success rate, flexibility, effectiveness and number of 
innovations [38]. Others state that whether or not to involve users is not the question, but how 
and at what stage [38]. Aiming for a sense of ownership, acceptance or self-propelling project 
execution, it makes sense to allow for substantial lay involvement where important decisions 
are made and the room for change is largest. However, ‘real’ participation can be hard to 
achieve. Challenges include beliefs that participation threatens existing hierarchies, and to 
provide stakeholders with the means for expressing their concerns. Ideally, participatory 
techniques and approaches should be adapted to particular people, institutions, cultures and 
economics. As mentioned, industrial designers are skilled at transforming abstract concepts 
and complex information into visual representations and physical shape. However, translating 
and simplifying jargon, technical schemes or political structures to fit the knowledge and 
experience of laypeople leaves their understanding and influence in the hands of designers 
and facilitators. Sanoff [39] claims the major source of participant satisfaction to be the 
feeling of influence in decision-making, and not the extent to which solutions meet individual 
needs. This may be misused to create illusions of substantial participation [39]. Regarding the 
technology being developed and how to test concepts, different kinds of setups and formats 
are appropriate at different stages, with degrees of formality and completeness varying. 
Whom and how many to test concepts on – fellow experts or representative selections of 
future users, depends on project scope, phase and what is thought needed to resemble actual 
use and reveal major flaws. Thus, careful analysis is needed to determine involvement levels 
and how to provide participants with both understandable development processes and design 
concepts, in order to avoid the risks and limitations of user involvement and enable concerted 
assessments that can reduce the threats involved in design-led behavioural change.  
The strategies presented in chapter 2 differ with regards to the distribution of control between 
designer, technology and user; whether they aim for voluntary behavioural change or force 
behaviour upon people, and whether the persuasion or behaviour-steering is active or passive. 
A central question is for which products and systems and under what conditions the different 
strategies should be applied. Decision-makers – experts or laypeople – should base choices on 
analyses of the behaviours that are to be changed or adjusted. The full picture should be 
considered, including users’ characteristics, tasks and cognitive load in the situation of use, 
contextual aspects and other limitations and opportunities for facilitation of sustainable 
behaviour. One extreme is application of intrusive strategies that for example through 
feedback on systems’ status or automatic unsustainable actions ‘unfreeze’ behaviour, raising 
it to a discursive level where alternatives can be evaluated [3]; the other is intelligent products 
and systems optimising their performance unnoticed. Users cannot be expected to reflect 
actively upon every action, but cannot be provided with technological fixes for every situation 
either. To propose guidelines on the balance of control and freedom in such solutions, further 



research is needed. Research is also needed regarding their efficiency in different cultural 
contexts, and how to predict actual use on higher levels of innovation.  
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