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Abstract: Currently, options for behavioural simulation of the use process of a product are lim-
ited. On the one hand, various types of behaviour of non-living objects, including the product, can 
be simulated using engineering simulation software. On the other hand, aspects of human motion 
and vision can be animated using ergonomics software tools. Performing complete-picture behav-
ioural simulation in which the product and the human user react on each other’s behaviours is not 
practicable. In this paper a new modelling and simulation approach is presented. The objective is 
to offer designers a method and a system to run ‘complete-picture’ simulations of product use in 
conceptual design. To make this possible, a hybrid approach is proposed. Behaviour that is com-
monly modelled based on the laws of physics is simulated as continuous behaviour, while informa-
tion-processing behaviour is simulated as discrete behaviour. The objective is to perform continu-
ous multiphysics simulation with nucleus-based object models as described in forerunning papers. 
This paper elaborates on modelling and simulation of the discrete behaviour of human-artefact 
systems and on how discrete-behaviour simulation is linked to continuous-behaviour simulation. 
Scenario structures are introduced to represent the different courses that use processes can take. 
Depending on what is available to the designer, scenario structures can be based on observations 
from real users or on conjecture. They are modelled using finite state machines. It is expected that 
the presented approach makes it possible to perform what-if studies with different types of human 
decision-making behaviour, and to investigate the effect of adaptations if the physical behaviour of 
the product and its environment turns out not to be as expected or intended.  

1.  INTRODUCTION 

During product design, behavioural simulation is 
frequently used to gain insight into the course of 
processes in which the product is involved. In a 
product’s life cycle one of the key processes is the 
use process, in which the product is actually applied 
for its purpose. Behavioural simulations of use proc-
esses can provide a valuable contribution to ‘design-
ing-for-use’ (or DfU) approaches. After all, simula-
tions (behavioural or non-behavioural) have been 
defined as experiments performed on models [1] , 
which means that they make it possible to invest 
life-cycle processes such as use before a product is 
available in its final form. In industrial product de-
sign, the simulation model of a product is typically 
called prototype, i.e., a physical prototype, a virtual 
prototype or an augmented prototype. This paper 
focuses on behavioural simulation in the beginning 
of the design process, where virtual prototypes are 
preferred because they are easier to create than 
physical or augmented ones. A virtual prototype is a 

non-real, digital prototype modelled and visualized 
using a computer [2]. To gain insight into the use of 
products, studying the behaviour of virtual proto-
types of products is not enough. In the literature the 
consensus is that, when investigating use processes, 
a larger system of three main components should be 
taken into account consisting of three main compo-
nents: the human user, the product and the surround-
ing environment [3]. These components interact 
through mutual exchange and transformation of 
matter, energy and information. In this paper, the 
system will be referred to as the human-product-
surroundings system, for short HPS system. 

My assumption is that a simulation approach that 
takes into account the behaviour of the complete HPS 
system can be a valuable addition to the currently 
available methods and tools to support designing for 
use. It will allow designers to perform comprehen-
sive investigation of both human aspects and system 
aspects. This paper introduces a method and system 
framework for HPS system simulation of use proc-
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esses in conceptual product design, and, conse-
quently, for the creation of virtual models on which 
such simulations can be performed. 

The approach described in this paper particularly 
aims at resolving two knowledge-related issues in 
use-process simulation: (i) the integration of simula-
tion and modelling approaches and (ii) the diversity 
of use processes. These are elaborated in the next 
two subsections. In section 2, related work is dis-
cussed. Section 3 introduces the concept of resource-
integrated modelling and hybrid simulation of hu-
man-product-surroundings systems. Section 4 de-
scribes the method of implementing this concept into 
a workflow, of which the embedding in the design 
process is explained in section 5. Section 6 briefly 
explains the basics of nucleus-based object models 
to represent and simulate humans and artefacts and 
in section 7 the concept of the use state machine is 
elaborated, which is used to model and simulate 
information-processing behaviour. Section 8 de-
scribes the proposed system architecture for model-
ling and simulation, section 9 describes a first pilot 
implementation and finally sections 0 and 11 present 
the conclusions and plans for future work. 

1.1.  Integration issues 

The majority of current systems that can be de-
ployed to simulate use processes focus either on 
artefact behaviour without taking into account the 
role of the human user, or focus on certain ergonom-
ics-related human aspects without considering arte-
fact behaviour. Artefact-simulation packages are 
commonly used in engineering. They allow us to 
investigate behaviour of products and surroundings, 
focusing on particular areas of physics. Examples 
are simulations of rigid-body dynamics and kinemat-
ics [4] and finite-element simulations to investigate 
various physical phenomena [5]. A forerunning 
paper describes in more detail how differences be-
tween the modelling techniques underlying the vari-
ous simulation approaches impede the realization of 
integrated artefact simulation approaches [6]. Key 
challenges are the integration of physics phenomena 
into multiphysics simulation, and the integration of 
discrete and continuous simulation into hybrid simu-
lation. 

In another forerunning paper, approaches for the 
simulation of human aspects, with or without arte-
facts, have been reviewed [7]. Human behaviour is 
usually investigated using ergonomics-oriented 
software, which typically focuses on aspects of 
kinematics, field of view and static loads [8]. Simu-
lations that include other aspects of human behav-
iour, such as cognition and motion control, can be 
found in areas other than product design or in spe-
cialized areas of product design.  

The work described in this paper aims at integration 
of (i) artefact/engineering aspects and hu-
man/ergonomics aspects, (ii) the various different 
types of artefact behaviour and (iii) the various dif-
ferent types of human behaviour in simulation. In a 

typical use process, many of these aspects and types 
of behaviour come together. The objective is that 
knowledge that can be handled by separate existing 
forms of support is dealt with by one form of sup-
port.  

1.2.  The diversity of use processes 

Another knowledge issue that is not resolved by 
binging together the capabilities of existing simula-
tion approaches is the fact that every use process is 
different, even if the human user and the product are 
the same. The variety in use processes has three 
dimensions (Fig. 2): (i) variety in artefacts, (ii) vari-
ety in humans and (iii) variety in the courses of 
action. The variety in artefacts appears primarily due 
to the diversity of products and the variety of sur-
roundings in which a particular product can be used. 
The variety of humans manifests itself in size and 
dimensions, as has been the subject of intensive 
study in the area of anthropometrics [9], but there is 
also a wide variety in the capabilities and habits, of 
which the effect on the variety of use processes is 
interlinked with the third dimension. 

The third dimension of variety concerns the different 
possible courses of action. This has been elaborated 
by researchers who have characterized use processes 
as problem-solving processes, i.e., humans use 
products to solve problems. Newell and Simon [10] 
introduced a theory of human problem solving that 
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is nowadays widely accepted in cognitive psychol-
ogy [11]. Its application to the use of products has 
been explained as follows by Stanton and Baber 
[12]. The goal of use is to reach a solution to a prob-
lem, and the process of solving is called ‘task’. The 
task is performed in a way analogous to moving 
through a maze, from the initial state to the goal 
state. Each junction has various paths representing 
state-transforming operations. From each junction 
where the product user arrives one operation is se-
lected, its execution causing change of the present 
state. Such a maze has also been called ‘scenario 
tree’ (Fig. 1) because it represents multiple scenar-
ios for a given user with a given task in given sur-
roundings, a scenario being one possible way to use 
the product, i.e., one course through the maze [13]. 

Selection between available operations is done based 
on perception and exploration. The available opera-
tions appear to the human decision-maker through 
‘affordances’ offered by the product1 [14]. Since 
various paths are possible from each junction, multi-
ple use processes are possible from a given initial 
state, some of which may not lead to a solution of 
the problem. Such unwanted result of a use process 
is sometimes attributed to ‘human error’. According 
to Reason [15] it should however be attributed to the 
design, which has permitted the erroneous opera-
tions in the first place. Therefore, an important sub-
goal in designing for use must be to anticipate all 
possible forms of use – including ‘errors’, so that the 
user does not have to adapt his way of using a prod-
uct to the shortcomings of its design. 

The work in this paper aims at making it possible for 
product designers to generate simulation-based 
what-if studies and to explore multiple possible 
scenarios of use by playing with different options for 
the surroundings, different anthropometric character-
istics of humans and different human decision-
making patterns. 

2.  RELATED WORK 

Several approaches for combined modelling and 
simulation of human and artefact behaviour have 
been proposed and put into practice over the last 
decades. Approaches to modelling and simulation of 
human information processing together with physi-
cal behaviour are typically tailored to a specific 
application. For instance, in [16] a simulation ap-
proach is presented for human steering control dur-
ing bicycle-riding for analysis purposes. However, 
the model of human control behaviour is qualitative 
rather than quantitative and the approach does not 
include a provision to replace the bicycle with a 
different product, for instance from a CAD file. A 
more versatile approach is offered by the commer-
cial software package Endorphin by NaturalMotion 
Ltd.2, for simulating rigid-body mechanical behav-
iour of human manikins and artefact models that can 
                                                           
1 For instance: when seeing a staircase, humans perceive the affor-
dance of climbing 
2 www.naturalmotion.com 

be imported from CAD. Simulation of human infor-
mation processing only covers low-level motion 
control based on genetic algorithms developed by 
Reil and Husbands [17]. It does not include cogni-
tive decision-making. 

There are various approaches that can be considered 
related because they use finite state machines to 
represent human and/or artefactual information 
processing. The most common application field for 
these approaches is man machine interaction, where 
finite state machines are used to model and simulate 
information-processing behaviour of machines (e.g., 
[18], [19]) and/or human cognition and control (e.g., 
[20], [21]). However, these approaches do not cover 
modelling and simulation of continuous physical 
processes. 

Finally, the approach presented by Martins et al. 
[22] must be mentioned, which is based on finite 
state-machine modelling and simulation of human 
decision-making. Continuous behaviour can be in-
cluded in the form of predefined sequences of ani-
mation frames, rather than that it is based on knowl-
edge of the laws of physics. 

3.  CONCEPTUAL ELABORATION OF THE 
HUMAN-PRODUCT-SURROUNDINGS SYS-
TEM AS A HYBRID SYSTEM 

Fig. 3 shows the block diagram I propose as a rea-
soning model about the use process as a process in 
which humans and artefacts (i.e., products and sur-
roundings) interact. It is based on the assumption 
that a HPS system can be considered a hybrid system, 
i.e., a system in which the various behaviours are 
investigated either as they can be physically ob-
served as energy flows, or as they can be interpreted 
as information flows, disregarding the physical phe-
nomena on which they are based3. Observed physi-
cal behaviour and interpreted physical behaviour are 
also known as continuous behaviour and discrete 
behaviour, respectively [23]. In the figure, the two 
types of flows related to these behaviours are de-
picted by different types of arrows.  

The concept underpinning my method and system 
framework is the concept of a resource-integrated 
human-product-surroundings scheme. A resource-
integrated model is a combination of (i) a nucleus-
based object model (NBOM) of the HPS system that is 
used for the simulation of continuous behaviour and 
(ii) a use state machine (USM) which is a behavioural 
model that is used for the simulation of discrete 
behaviour. 

3.1.  Concept of continuous-system modelling 

The NBOM that is used for continuous simulation is a 
composition of nucleus-based models of humans, 
products and surroundings. Nucleus-based model-

                                                           
3 For instance, if voltages produced by a device are assumed to repre-
sent either ‘0’ or ‘1’, the output ‘100111’ is the abstraction or inter-
pretation of a series of output voltages. The physical phenomenon of 
electric charge is typically disregarded after interpretation. 
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ling ([24], [25]) allows geometric and physically-
based representation of humans and artefacts in the 
same manner and thus makes it possible to simulate 
their observed physical behaviour integrally. This 
continuous simulation is based on knowledge about 
physics, which is built into the models during their 
creation and instantiation. In a nucleus-based model 
of an HPS system, the built-in knowledge provides 
algorithms to calculate the observed physical behav-
iour from input values, which the NBOM receives 
during simulation. Input values for two types of 
parameters are distinguished: (i) initial parameters, 
which define the situation in which the HPS system is 
at the start of the simulation and (ii) actuator pa-
rameters, which are imposed upon the NBOM during 
the course of the simulated use process by the USM 
(see next paragraph). In a typical use process the 
actuator parameters refer to displacements, angles 
and forces exerted by human actuators or muscles, 
which are controlled by the human brain, and by 
artefactual actuators, which are controlled by digital 
circuits and software in products and surroundings. 

3.2.  Concept of discrete-system modelling 

The USM is a finite state machine that represents 
interpreted physical behaviours (‘information proc-
essing’) performed by the HPS system. A finite state 
machine is a mathematical construct to describe 
behaviour of discrete systems. The behaviour is 
discretized into in states, each of which describes the 
system for an interval of time [26]. A change be-
tween states, called a transition, occurs if the state 
machine receives specified input [27]. With transi-
tions or states output may also be associated [28]. 
Representation forms commonly used for state-
machine modelling are, among others, state transi-
tion diagrams [29], Petri nets [30] and statecharts 
[31]. 

In use processes we distinguish two forms of inter-
preted behaviour that can be simulated as USMs 
using discrete-simulation algorithms. The first one is 
decision-making performed by the human brain. 
Based on what the sense organs perceive around the 
human, the brain decides to activate muscles as well 
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as verbal and non-verbal communication organs. 
Actually, modelling brain functions has been the 
original purpose of developing the state machine 
concept in the 1940s [32]. The second form of inter-
preted physical behaviour that manifests itself in use 
processes is the behaviour performed by software 
and digital circuits in products or in the surroundings 
(Fig. 3). Applying logic to input that is received 
through input interface elements, these components 
exert control over actuators and output interface 
components. Those parameters in the virtual con-
tinuous system of which the values are ‘read’ by the 
USM are called meters and their values are called 
meter values, in accordance with the terminology 
used in commercial continuous-simulation software 
packages. This is based on the analogy of attaching a 
meter (e.g. a tachometer, manometer, etc.) to a real 
system. 

3.3.  Concept of hybrid simulation 

Hybrid simulation of the HPS system combines simu-
lation of observed and interpreted physical behav-
iour. Continuous simulation of observed physical 
behaviour and discrete simulation of interpreted 
physical behaviour are running in parallel, while 
exchanging values of variables. The USM reacts on 
specified changes in meter values received from the 
continuous simulation, which are called events. In 
the discrete simulation these events cause state tran-
sitions in the USM as is specified in the behavioural 
USM model. For given states or state transitions, the 
USM transfers actuator parameter values to the con-
tinuous simulation to control muscles and actuators. 
Fig. 4 shows the exchange of simu-
lation variables between a USM and 
a nucleus-based virtual model of the 
HPS system according to the above 
description. Together, the NBOM and 
the USM are called resource-
integrated use model. In Fig. 4, the 
arrows correspond to variables, of 
which the values are calculated and 
exchanged by the separate simula-
tion engines predicting the behav-
iours of the USM and the NBOM, 
respectively. Comparing the simula-
tion model with the reasoning model 
in Fig. 3, the following further sim-
plifications were made: 
− The behaviour of energy sources 

(human metabolic system, bat-
teries, etc.) is not simulated. The 
assumption is that there is suffi-
cient energy to make the other 
components operate. When 
needed, a power failure on the 
artefact side can be modelled as 
a sensor input (meter value) that 
causes the USM to shut down. 

− Sensory input to electron-
ics/software and to the brain is 
bypassed in the simulation. Gen-
erally, sensors and sense organs 

can be considered filters determining which sig-
nals (meters) from the outside world are regis-
tered by electronics/software and the human 
brain. According to this simplification it is as-
sumed that no filtering is applied, so that elec-
tronics/software and the human brain have all the 
necessary information available to make deci-
sions. It means that the process of translating 
physical variables to interpreted variables, i.e., to 
information, is not simulated. 

− Processes performed by output interfaces of 
electronics/software and by human communica-
tion organs are not simulated. If artefacts send 
information to humans through output interfaces 
(for instance, displays) it is assumed that the in-
formation communicated through the interface 
arrives at the human brain without change. 
Likewise, if humans send information to arte-
facts by using communication organs (for in-
stance speech that is to be recognized by speech 
recognition software) it is assumed that the 
communicated information arrives at the elec-
tronics/software without change. According to 
this simplification, the process of translating in-
terpreted variables to physical ones (and then 
back to interpreted variables, in accordance with 
the previous simplification) is not simulated. 

4.  METHOD OF MODELLING AND SIMU-
LATING USE PROCESSES 

The basic activities in use-process prediction are (i) 
NBOM modelling, (ii) preparing the NBOM for linking 
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with the USM and the simulation, (iii) USM modelling 
and (iv) hybrid simulation. Fig. 5 shows the flow of 
activities. First a NBOM is built, consisting of three 
parts representing the human, the product and the 
surroundings. The partial models are either built 
from scratch or selected from previously saved mod-
els. There is no prescribed order for the creation or 
the selection of the three models. If the three models 
have been defined, the relationships among them can 
be modelled to create a system-level NBOM, which 
includes knowledge about the system’s observed 
physical behaviour. The second main step is to pre-
pare this model so that it can be linked to the USM 
and it can be simulated. When in the next step the 
USM is built, it must be known to which actuator 
parameters, meters and events it can refer. And after 
that, if the simulation is prepared, it must be known 
for which initial parameters values have to be set. 
The third step is to build the USM by specifying the 
interpreted behaviours of the human, the product and 
the surroundings. If either the NBOM or the USM 
needs inputs that cannot yet be derived from the 
outputs of the other model, iterations between the 
first three main steps are needed. The fourth and 
final main step is to simulate the integral behaviour 
of the HPS system. Parameters that determine the 
simulation accuracy are entered, and the desired 
presentation form of the simulation output is se-
lected. After the values for the initial parameters 
have been defined, the simulation is initiated and the 
values of the variables are calculated as a function of 
time. The predicted behaviour is shown as an ani-
mated HPS system and/or numerical values/graphs of 
selected values, depending on the choices made in 
the first simulation step. The simulation output is 
observed and finally interpreted. After simulation, 
the NBOM and/or the USM can be revised before 
another simulation run takes place. Typical reasons 
for revising the NBOM are (i) to improve the product 
concept based on the previous simulation outcomes, 
(ii) to select other virtual humans with different 
characteristics to check the use process with various 
users or (iii) to select or model other surroundings to 
check the use process under different circumstances. 
Typical reasons to revise the USM are (i) to define a 
different state machine that represents a different 
pattern of human decision making to be tested with 
the product concept, (ii) to revise the existing state 
machine to include different or new human decisions 
in order to refine the previous pattern based on the 
previous simulation run or (iii) to revise the state 
machine that represents the software or electronics 
in the product, based on the previous simulation 
result. 

5.  EMBEDDING THE WORKFLOW IN THE 
DESIGN PROCESS 

The NBOM and the USM have been devised to offer 
enhancements to conventional workflows and means 
of modelling and simulation, with the objective to 
improve the anticipation of the use process. 

The NBOM enriches the conventional workflow in 
three ways. First, it offers the possibility to model 
the product with the human and the surroundings as 
one system. Consequently, the observed physical 
behaviour of this system can also be simulated as 
that of one system. Secondly, simulation of nucleus-
based models has the advantage over most of the 
conventional simulation methods that it can handle 
multiple different physical phenomena simultane-
ously. Thirdly, apart from these integration advan-
tages, nucleus-based modelling enhances the model-
ling workflow in conceptual design by allowing the 
designer to work with imprecise and incomplete 
models. 

Nucleus-based models can be further edited by the 
designer during the later stages of design up until 
detail design and manufacturing preparation; for the 
creation of manufacturing drawings, CNC manufac-
turing instructions or rapid-prototyping instructions, 
the nucleus-based product model can be converted to 
conventional representations, such as STL. 

The USM enriches the conventional workflow in two 
ways. Firstly, it can be seen as an extension of the 
functional specification of the product, which is 
typically drawn up at the beginning of the product 
development process and refined during the subse-
quent stages of design. While the functional specifi-
cation is only a description of the intended operation 
of the product, the USM can be deployed (i) to spec-
ify the intended (or expected) behaviour1 of the user 
and the surroundings, and perform simulations to 
check if these behaviours actually make the product 
operate as intended and (ii) to specify unintended 
behaviours of the user and the environment, and 
perform simulations to study their effects. Both 
applications of the USM assist the designer in im-
proving the product concept. 

The second enhancement that the USM brings to the 
conventional workflow is that it allows modelling 
and simulation of that part of product operation that 
is caused by its interpreted physical behaviours. 
Modelling and simulation of such behaviour is long-
time common practice in the development of infor-
mation systems (see section 2). Resource-integrated 
modelling gives the opportunity to simulate this 
behaviour simultaneously with the observed physical 
behaviour of HPS systems. 

6.  THE NUCLEUS-BASED MODELLING 
CONCEPT 

Nucleus-based modelling is a next generation of 
constraints-based parametric modelling that covers 
both geometric and behavioural aspects throughout 
the phases of the design process, starting with con-
ceptual design. The nucleus is introduced as a ge-
neric modelling entity, which includes two regions 

                                                           
1 Actually the USM can only be used to model interpreted physical 
behaviour. The purely physical behaviour – whether it is as intended 
or not – directly follows from the continuous simulation of the nu-
cleus-based NBOM. 
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of one or two objects that are interconnected by a 
system of relations in a particular situation. The idea 
is that relations, and not objects or entities, are the 
elementary structures to which systems can be re-
duced. Relations are existential, manifestation and 
behavioural associations, dependencies and interac-
tions between humans, products and surroundings. 
Each subsystem of the HPS system – e.g., the product 
– is conceived as a purposeful composition of spe-
cific instances of nuclei. The nucleus can be instan-
tiated at multiple levels such as particle, component, 
subassembly and assembly. A predefined set of 
relations expresses qualitative and quantitative asso-
ciations, dependencies and interactions between 
objects in a parameterized form on these levels. As a 
modelling entity, the nucleus offers advantages in 
multi-aspect way of conceptual modelling by inte-
grating geometric, structural, physical and behav-
ioural modelling. This paper focuses on the USM; for 
a detailed elaboration of nucleus modelling the 
reader is referred to [25]. 

7.  ELABORATION OF THE USE STATE 
MACHINE CONCEPT 

Just like every other process the use process is a 
sequence of changes in a system. Simulation is per-
formed to predict the changes based on a model of 
the system, in our case the HPS system. The continu-
ous simulation of the NBOM can predict continuous 

changes, which can be calculated based on the laws 
of physics. Such continuous changes are confined to 
a situation. A situation can be defined as a sub-
process completely controlled by a particular subset 
of the physics laws. Additionally, muscles or actua-
tors may be active during the situation according to a 
behaviour pattern1 prescribed from the beginning of 
that situation. In a use process, situations can end in 
two ways: (i) through a natural transition to a differ-
ent set of physics laws and (ii) through a change in 
the behaviour pattern of muscles or actuators, which 
are controlled by the human brain or by electron-
ics/software. An example of the first case is the 
series of transitions a falling object undergoes when 
it bounces, going through three situations of gravity-
controlled motion, then deformation and damping 
and finally, again, gravity-controlled motion. De-
spite the observed discontinuities in the process, this 
type of transitions between situations is determined 
by the laws of nature. Therefore, a succession of 
situations going through such transitions can be 
predicted through continuous simulation in one 
monolithic run. The second type of transitions, how-
ever, needs input from the USM. 

Fig. 6 presents a graphical interpretation of a use 
process in which transitions are depicted as ‘bumps’ 
in the timeline. A sub-process that takes place from 
one intervention by the USM until the next interven-
tion by the USM is called a setting. A setting consists 
of one or more situations. During the situations 
within a setting, but also in the transitions between 
these situations, the operation of the system can be 
simulated based on the laws of physics. As a simple 
example consider a pedal bin used by a human as 
shown in Fig. 7. At the start of the simulation, the 
human foot presses down the pedal to open the lid. 
To simulate this, a motion pattern has been defined 
in the USM. From the start of this setting (and situa-
tion) <1>, the kinetic/kinematical behaviour of the 
lid-lifting mechanism is calculated by the continuous 
simulation engine. A next intervention is performed 
by the USM once the lid has been lifted sufficiently, 
i.e., the event that the value of the meter ‘angle of 
the lid’ (as is assumed to be perceived by the hu-
man’s eyes) has reached a particular value <2>. This 
event triggers human intervention: the USM will stop 
the displacement of the pedal <2a>. At the same 
time, the event triggers the USM to make the fingers 
of the hand, which are holding the garbage object, 
open up <2b>. During this setting, the situation 
                                                           
1 For instance, a force exertion as a function of time 
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‘garbage object sliding down the hand’ takes place, 
which can be predicted through NBOM simulation. 
The setting ends when the fingers are fully stretched 
and therefore stopped by the USM <3>, while at the 
same time the USM prescribes a throwing motion to 
move the arm. This setting holds a new situation, in 
which the sliding of the garbage object in the previ-
ous situation is continued, while a throwing velocity 
is added. At a given moment the USM intervenes by 
reversing the throwing motion <4> until the arm is 
back in its starting position <5>. This setting starts 
with a situation in which the garbage object goes 
into free fall, followed by successive situations in 
which it bounces inside the bin, and finally comes to 
a standstill. This succession of situations can be 
predicted through NBOM simulation. Once the object 
enters the bin (an event to be derived from meter 
values relating the position of the object), the USM 
prescribes the foot to release the pedal <6> so that 
the lid is closed. Once the lid is shut the simulation 
is ended by intervention of the USM <7>. 

When we try to depict the example use process in 
the same fashion as Fig. 6, it appears that situations 
and settings can be local to a part of the HPS system, 
while other sub-processes are developing in other 
parts of the HPS system. For instance, the bouncing 
of the object inside the bin may continue while the 
lid is being closed. Apparently, multiple situations 
and/or settings can be active in parallel; therefore a 
branched arrangement of settings and situations is 
needed rather than the linear arrangement of Fig. 6. 
A branched arrangement that represents the use 
process described above is shown in Fig. 8. In this 
figure, the ‘bumping’ effect of Fig. 6 is omitted for 
clarity. 

Behavioural simulations are applied to predict the 
course of yet unknown processes. In the use process 
described above, it is assumed that the litter will fall 
inside the bin. However, for certain starting posi-
tions and motion patterns of the human hand, the 
result of the continuous simulation is possibly that 
the litter falls outside the pedal bin. If this is the 
case, the intervention defined for the setting transi-
tion at <6> is undefined. The obvious workaround is 
to define an alternative intervention for the case that 
the object misses the bin. Fig. 9 shows an extension 
of Fig. 8, which introduces exclusive branching to 
include an alternative course of human-decision 
making belonging to an alternative scenario. If at 
<6> the garbage object crosses the top plane of the 

bin inside the perimeter of the bin (event) the use 
process finishes as described in Fig. 8. However, if it 
crosses the same plane outside the bin perimeter 
(alternative event), the alternative path is taken, 
which eventually loops back to <1> and includes 
manoeuvring the human hand to the location of the 
litter beside the bin, picking it up and bringing it 
back to the throwing location (dashed line, transi-
tions not elaborated in detail). The diagram that 
connects the transitions has become a network, 
which is no longer read from left to right only. Ar-
rows have been included to clarify the directions of 
the various timelines. The similarity between Fig. 9 
and common representations for finite state ma-
chines, such as Petri nets, is evident1. Also, there is a 
resemblance to the scenario tree in Fig. 1, which is 
actually also a finite state machine representation. 
As a generalization, the diagrams in Fig. 1, Fig. 8 
and Fig. 9 can be said to be scenario structures, of 
which the tree-shaped variety is a special subclass2. 
If it does not include situation transitions (which are 
supposed to be handled by simulating the behaviour 
of the NBOM) a scenario structure can be considered 
an informal version of a USM. For a USM to be used 
for computer-based simulation of interpreted physi-
cal behaviour and exchange of numerical values 
with a continuous simulation algorithm, it needs to 
be formalized. This is elaborated next, based on 
common finite state-machine conventions. 

7.1.  Formalization of the use state machine 

Finite state machines are commonly used in elec-
tronics and software engineering to describe and 
simulate the intended operation of systems. The USM 
incorporates the same functionality but it is also 
used to represent and simulate intended and unin-
tended operation of humans.  
A finite state machine describes a system that is 
always in at least one of a finite set of states. It per-

                                                           
1 Note that (just like Fig. 1) Fig. 8 and Fig. 9 are informal representa-
tions, which deliberately have not been adapted to a common repre-
sentation form for state machines. For now, the choice for one of the 
existing representation forms is considered arbitrary. 
2 In Fig. 1, a feedback loop could also have been created for the ‘try 
again’ state. 
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forms transitions between states as a reaction on 
inputs that it receives. Since the USM not only re-
ceives inputs in the form of events (which are de-
fined based on meter values) but also produces out-
put in order to control actuators, it is a special type 
of finite state machine, namely a finite state trans-
ducer1. 

The USM as a finite state transducer can be formally 
defined as a quadruple (S, Σ, Г, T) where 

S is a finite nonempty set called the set of states, 

Σ is a finite set called the set of inputs or the in-
put alphabet,  

Г is a finite set called the set of outputs or the 
output alphabet, 

T ⊂ S × Σ × S is a nonempty set of transitions 
(T : S × Σ → S). 

A state corresponds to a setting that takes place in 
the HPS system. As was explained in the introduction 
to this subchapter, a setting is a sub-process during 
which there is no change in the behaviour pattern of 
muscles or actuators controlled by the human brain 
or electronics/software2. 

The input alphabet and the output alphabet provide 
symbols or characters that represent signals, which 
are exchanged with the NBOM simulation. Elements 
of the input alphabet and the output alphabet can be 
concatenated to input strings and output strings, 
respectively. The input alphabet Σ relates to speci-
fied changes that can be detected in the simulated 
NBOM as meter values, while the output alphabet 
defines behaviour patterns for muscles and actuators. 
Based on the input signals a transition from one 
given state to another given state takes place to en-
able a new setting, while at the same time a new 
output signal is transmitted to the NBOM simulation.  

Transitions are triggered by events that are defined 
using the input alphabet. An event has no duration: it 
corresponds to a value of a given meter variable in 
the HPS system simulation crossing a given threshold 
value. Depending on whether the threshold value is 
crossed while increasing or decreasing, rising-edge 
events and falling-edge events are distinguished, 
respectively. A rising-edge event is written as 
ER = ↑v(x), where v is the variable of which exceed-
ing value x causes the event. A falling-edge event is 
written as EF = ↓v(x), which corresponds to the event 
of v falling below x. As an integral part of an event, 
logical conditions may be added that must be true 
while the event happens for the transition to take 
place. Such logical conditions are expressed as ine-
qualities containing (combinations of) meter vari-
ables. Generating events from the continuous NBOM 
simulation output is a pre-processing step, which is 
performed outside the USM. 

                                                           
1 en.wikipedia.org/wiki/Finite_state_transducer 
2 Note that unlike the term might suggest, a ‘state’ does not corre-
spond to a ‘static’ stage in the use process. The HPS system can change 
during a state (i.e., during a setting), but the changes are completely 
defined by physics laws and by predefined behaviour patterns. 

Formally, a transition τ ∈ T is defined as 
τi (si, σi) = sj with 

si ∈ S the input state, 

σi ∈ Σ the input event associated with the transi-
tion, and 

sj ∈ S the output state. 

The output alphabet Г contains the symbols that are 
needed to represent the signals the USM transfers to 
the NBOM during simulation. A signal specified 
using the output language defines a control instruc-
tion for an actuator A by defining its actuator pa-
rameter as an input variable yA in the time domain, 
yA=yA(t). Actuator parameters are typically forces, 
torques, displacements, velocities, accelerations, etc. 
A control instruction (for short ‘control’) is used to 
prescribe a behaviour pattern for the actuator. It is 
valid from entering the state to which it is associated 
until another control instruction for the same actua-
tor is transferred from the USM to the NBOM at the 
entry of another state. A control instruction is de-
fined in the USM using a common continuous func-
tion description, e.g., the output string 
“yA = c1 + c2

 · cos(t)”. A control instruction may be 
an empty string. 

7.2.  Concept of discrete-event based simulation 
of the use state machine 

In resource-integrated simulation we distinguish 
simulation time and calculation time. Simulation 
time corresponds to happenings in the virtual HPS 
system that is being simulated, while calculation 
time corresponds to happenings in the system that 
performs the simulation. 

When, in calculation time, the USM receives an event 
it evaluates if the event is associated with any outgo-
ing transitions of states that are active at that point in 
time. For all combinations of outgoing transitions 
and events for which this is true, the concerned tran-
sitions are taken and the USM assumes the states for 
which these are the ingoing transitions. Conse-
quently, the actuator control instructions associated 
to these states are transferred to the NBOM simula-
tion. If an incoming event is not associated to any 
outgoing transition of current states, the USM does 
not react. 

From the moment the USM receives an incoming 
event until it outputs the actuator control instructions 
that follow from it, simulation time does not ad-
vance. From the moment a new set of states is en-
tered until a next event comes in, simulation time 
advances as long as the physical processes simulated 
outside the USM need until they trigger the occur-
rence of the next event. Thus, the simulation time 
between events is completely determined by the 
continuous simulation. 

The first event in use-process simulation is the start 
event which is generated by the system user. It trig-
gers the system to start the simulation of the USM. 
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Simulation stops if a final state is reached that is 
defined by the user in the USM modelling activity. 

8.  SYSTEM ARCHITECTURE AND SOFT-
WARE COMPONENTS 

A system that supports creation and simulation of 
resource-integrated use models should offer model-
ling functionality, simulation functionality and user-
interface functionality. Fig. 10 shows how the func-
tionality of the proposed system is further decom-
posed. Modelling involves NBOM modelling, USM 
modelling and defining the connections between the 
NBOM and the USM so that their behaviours can be 
simulated as the behaviour of one hybrid system. 
Simulation involves physical behaviour simulation, 
interpreted-physical behaviour simulation and con-
necting the two simulations by generating events and 
controlling actuator parameters. The user interface 
functionality enables the user to provide input for 
modelling and to initiate simulation runs, and pro-
vides output to the user in the form of modelling 
feedback and simulation results. 

The proposed system architecture is subdivided into 
three modules, (i) the nucleus module, (ii) the hybrid 
resource integration module and (iii) the use state 
machine module. Each of these modules deals with 
different aspects of the modelling, simulation and 
user-interface functionality of the system as shown 
in the matrix in Fig. 11. 

9.  TENTATIVE PILOT IMPLEMENTATION 
OF THE USE STATE MACHINE AND HY-
BRID RESOURCE INTEGRATION MODULES 

Based on existing commercial software packages a 
tentative system was implemented to test the con-
cepts of modelling and simulating use state ma-
chines and linking them to continuous simulation. 
The implementation of nucleus modelling and simu-
lation was not yet included because it requires addi-
tional programming effort, which has been planned 
as a next step. As a provisional substitute for nu-
cleus-based object modelling and continuous simula-
tion MSC visualNastran4D (vN4D) was used, a 
commercial software package for modelling and 

simulation of kinetic mechanical behaviour in sys-
tems consisting of rigid-body components. 

Two components of the commercial MATLAB soft-
ware package could be used to model and simulate 
the USM and the hybrid resource integration: (i) 
Simulink Stateflow and (ii) Simulink elements for 
building conventional block diagrams, respectively. 
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Error! Reference source not found. shows the 
very simple human-product-surroundings1 system 
that was simulated to test the tentative pilot system: 
a human arm attempting to throw a piece of litter 
into a litterbin. The model shown in the picture is 

further discussed in 9.2. 

9.1.  The use state machine 

Fig. 13 shows the USM that was created with Simu-
link Stateflow to describe how human decision-
making controls the motions of the human arm. 
Stateflow uses a variant of the statechart notation 
established by Harel ([31], [33]). Fig. 14 explains 
some key notations used in Stateflow diagrams. As 
an extension to the formal description in 7.1, transi-
tions can not only be triggered by external events 
received from the continuous simulation but also by 
events within the USM, such as entering or exiting a 
state in a parallel sub-process. Internal events are not 
strictly needed for building USMs, yet they offer a 
convenient means to create modularity among sub-
processes, which is an opportunity specifically of-
                                                           
1 human = arm + hand; product = litterbin; surroundings = floor + 
litter 

fered by Stateflow diagrams and statecharts. Another 
aberration from the formal state-machine description 
in 7.1 is that logical conditions evaluating values of 
meters can be formulated independently and con-
nected to transitions within the USM, rather than that 
they have to be part of the definition of events pre-
pared outside the USM. This opportunity offered by 
the Stateflow notation is used to reduce the number 
of separate events that would otherwise have to be 
defined as a part of the hybrid resource integration 
outside the USM2. The disadvantage is that the USM 
itself needs to have access to the values of the me-
ters referred to in conditions. 

At its highest level the USM in Fig. 13 contains seven 
sub-processes that can run in parallel. These are 
represented by dashed containers inside the outer-
most bounding box. The sub-process named ‘Main-
Control’ describes the main decision-making process 
that starts with throwing (corresponding state: 
‘Throw’). If the litter has been released from the 
hand and has reached a certain distance from the 
fingertips, the arm goes back (corresponding state: 
‘GoBack’) until it has reached its original position. 
If the litter lands inside the bin, the end state ‘In-
sideBin’ is reached. If the litter has landed outside 

the bin and has almost stopped moving, the hand 
moves to the position of the litter as a preparation 
for picking it up and trying again with a different 
throwing speed (corresponding states for moving 
along three axes: ‘xDisplacement’, ‘yDisplacement’, 
‘zDisplacement’). Modelling and simulating the 
process of picking up turned out to be difficult as the 

                                                           
2 For example, a definition of an event according to the formalization 
in 7.1 would be “ER = ↑v(0) AND x<5”. Instead, the event is now 
defined only as “ER = ↑v(0)”, while a transition in the USM that is 
associated with ER has the additional condition “x<5”. The ER, which 

 
Fig. 12 Human-product-surroundings system that 
was used to test the tentative pilot system, modelled 
and simulated with MSC VisualNastran4D. 
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Fig. 13 Use state machine modelled with Simulink Stateflow 

parallel states

state
event that triggers transition

[condition]

default
transition

transition

excusive
(OR) states

connective junction  
Fig. 14 Legend of notations used in Fig. 13. 



Design methods for practice 158

continuous simulation algorithms in vN4D do not 
support investigation of flexible deformations in the 
hand. Therefore, the use process ends here with the 
‘StopForNow’ state. A retry loop for throwing at a 
different speed can be included once nucleus-based 
simulation of continuous behaviour has been imple-
mented and gripping behaviour of the hand can be 
modelled and simulated more adequately. Beside the 
‘MainControl’ process, there are six modular sub-
processes that can run parallel to it. They describe 
activation of rotations of the lower arm, the fingers 
and the thumb as well as translations of the shoulder 
in more detail. They are linked to the ‘MainControl’ 

sub-process through internal events. 

Fig. 15 shows the definition table for events and 
variables that is used to connect the USM to the hy-
brid simulation. 

9.2.  Continuous simulation model 

The object model for simulation of the continuous 
mechanical behaviour of the HPS system shown in 
Error! Reference source not found. was created 
using the basic solid-modelling functionality built 
into the vN4D software. Apart from rigid bodies 
representing the geometry of the HPS system, other 
elements that have been defined in vN4D are joints 
connecting human limbs, actuators representing 
muscles and controls and meters for linking to the 
discrete simulation. Controls are inputs to be defined 
for each actuator, and meters are outputs that can be 
defined as distances between specific points on rigid 
bodies, angles between bodies, velocities, etc. A so-
called vN4D plant is defined to link a Simulink 
model to a vN4D model through a user-specified 
selection of its controls and meters. Fig. 16 shows 
the selection of controls and meters that was used in 
the vN4D plant of the considered HPS system 

In simulating the use of the litterbin, it was not the 
intention to give an accurate representation of hu-
man geometry or to achieve realistic simulation of 
human muscle behaviour and human kinetics. It is 
assumed that knowledge from other research can be 
used at a later stage to build more realistic human 
models. For instance, one of the simplifications that 
                                                                                      
is defined outside the USM in the link with the object model can now 
also be used for other transitions with different conditions. 

have been made for this proof-of-ideas simulation 
application has been to model muscles as rotating 
actuators positioned at joints, instead of linear actua-
tors connected to bones. 

9.3.  Hybrid resource integration: linking the 
models 

Fig. 17 shows how the link between the models is 
realized with block-diagram elements (depicted 
against the shaded background). They connect a 
block representing the continuous vN4D simulation 
model (or ‘plant’) to a block representing the USM. A 
block diagram connects a combination of a particu-
lar continuous-simulation model and a particular 
USM. The linking elements convert output (meter) 
values of the continuous simulation so that they can 
be used as input to the USM simulation and they 
convert output of the USM as control values for the 
continuous simulation. 

Meter values are prepared for use in the USM in two 
ways. In the first place, falling-edge and rising-edge 
events are defined based on specified threshold val-
ues for (combinations of) continuous output vari-
ables. If an event is defined based on a combination 
of multiple meter values (e.g., the difference be-
tween two coordinates, to express a distance), these 
meters are processed by block-diagram elements that 
perform the necessary operations on them (e.g., 
subtraction). After that, the value (of a meter or a 
combination of meters) is processed by a ‘hit cross-
ing’ block (see Fig. 17) that will send an event with 
a specified event name to the USM if the value falls 
below or exceeds a specified value.  

In the second place, values of those meters that are 
used to evaluate logical conditions defined within 
the USM (or processed combinations thereof) are 
passed on to the USM directly. 

Fig. 17 also contains the start event, which is the 
only event that is not based on output from the con-
tinuous simulation but from the system user. 

9.4.  Running hybrid simulations 

Once the object model and the USM have been mod-
elled and connected, hybrid simulations can be per-
formed by activating the ‘start’ button in the Simu-
link user interface. During the simulation, vN4D 
animates the behaviour of the HPS system, while 
Stateflow animates the USM by highlighting the 
active states or transitions. By entering different 
throwing speeds into the USM diagram, different 
scenarios can be simulated. Some scenarios end with 
the litter at the bottom of the bin and the arm back in 
its original position (Error! Reference source not 

 
Fig. 15 Definition of events (thunder symbols) and 

other variables for the USM. 

Fig. 16 Linking controls and meters 
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found. shows an intermediate snapshot of such a 
scenario), while at the end of other scenarios the 

piece of litter is on the floor outside the bin with the 
arm just above it, ready to pick it up (Fig. 18). 

10.  DISCUSSION AND CONCLUSIONS 

In this paper the concept of use state machines and 
hybrid resource integration has been elaborated to a 
level that made it possible to create a hybrid model 
and test it in a basic application example. In the 
example a use state machine is linked to a continu-
ous simulation and tested on a use process of a very 
simple human-product-surroundings system. Of 
course it would be more interesting to test the con-
cept with more complex products such as coffee 
makers, which allow for a large diversity of use 
scenarios with different possible outcomes (either 
intended or unintended) [34]. It is expected that 

hybrid simulation of the use of such products will be 
possible once a full implementation of nucleus-
based object modelling and simulation is available, 
so that a wider range of observed physical behav-
iours can be included in continuous simulation. For 
now, the tentative pilot implementation could con-
firm that it is possible to apply a USM as a networked 
model of human-decision-making, with exclusive 
(OR) and inclusive (AND) branching that controls 
human motion patterns in a continuous simulation, 
and to link the results of the continuous simulation 
to the USM so that they influence the decision mak-
ing. By using exclusive branching in the USM, dif-
ferent scenarios could be simulated with different 
outcomes. 

It can be argued that, even for the simple processes 
that have been modelled here, the USM shown in Fig. 
13 is already quite complex, and that it is question-
able whether designers are willing to go through the 
necessary modelling effort during conceptual prod-
uct design. However, it has to be noted that the 
Stateflow representation was chosen mainly based 
on its availability and on the knowledge that it can 
easily be linked to other simulations. It may very 
well be true that other finite state machine represen-
tations make it possible to create simpler models for 
the same scenario structure. For instance, part of the 
complexity in Fig. 13 is caused by the repetitive use 
of a “Wait” state that is needed to synchronize out-
going transitions from multiple states. With Petri 
nets, synchronization can be modelled in a more 
straightforward way [35]. 

Also, it must be mentioned that probably not all the 
possibilities of modelling with Stateflow have been 
used to their full potential. One idea that seems to be 
promising is to prepare modular sub-routines of 
human decision-making and muscle control that can 
be reused in different simulations, so that the model-
ling effort can be reduced. Candidate subroutines for 
such modules would be common motion patterns, 
such as throwing something in a given direction, 
arranging the human body into a specified posture, 
or gripping an object. For the preparation of such 
modules, additional research into human motion 
patterns may be needed. 

11.  FUTURE WORK 

Among the further development activities towards 
resource-integrated modelling and simulation of use 
processes the development of system components to 
enable nucleus-based object modelling and simula-
tion has the fist priority. Since the integration be-
tween vN4D and Simulink/Stateflow as described in 
this paper turned out to be successful, the idea is to 
write a front-end application to adapt nucleus-based 
models so that they can be simulated in vN4D and 
obtain a first proof of ideas. The key challenge lies 
in the fact that nucleus-based object models are 
particle-based, while vN4D works with rigid volu-
metric objects. However, rigid objects in vN4D can 
be connected with discrete flexible components such 
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as springs and dampers. If the front-end application 
discretizes rigid volumetric objects into particle 
clouds in which the particles are connected by 
springs and dampers, it is expected that the particle 
system can be represented and simulated in vN4D. 
The result would be a pilot system to simulate all 
mechanical behaviours in use processes, including 
large deformations, together with interpreted physics 
(i.e., information processing and decision-making). 
One key application of simulating large deforma-
tions is to investigate physical interaction between 
humans and artefacts, where modelling and simulat-
ing human body parts as rigid elements is often an 
inadequate workaround. A dedicated implementation 
of nucleus-based modelling that will also support 
observed physical behaviour outside the mechanical 
domain (thermodynamics, acoustics, etc.) is planned 
as a later development effort. 
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